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Resumen

Con el desarrollo del cálculo fraccionario y la teoría del caos, los sistemas caóti-

cos de orden fraccionario se han convertido en una forma útil de evaluar las carac-

terísticas de los sistemas dinámicos. En esta dirección, esta tesis es principalmente

relacionada, es decir, en el estudio de sistemas caóticos de orden fraccionario,

basado en sistemas disipativos de inestables, un sistema disipativo de inestable de

orden fraccionario es propuesto. Algunas propiedades dinámicas como puntos de

equilibrio, exponentes de Lyapunov, diagramas de bifurcación y comportamien-

tos dinámicos caóticos del sistema caótico de orden fraccionario son estudiados.

Los resultados obtenidos muestran claramente que el sistema discutido presenta

un comportamiento caótico. Por medio de considerar la teoría del cálculo frac-

cionario y simulaciones numéricas, se muestra que el comportamiento caótico ex-

iste en el sistema de tres ecuaciones diferenciales de orden fraccionario acopladas,

con un orden menor a tres. Estos resultados son validados por la existencia de un

exponente positivo de Lyapunov, además de algunos diagramas de fase. Por otra

parte, la presencia de caos es también verificada obteniendo la herradura topológ-

ica. Dicha prueba topológica garantiza la generaciń de caos en el sistema de orden

fraccionario propuesto. En orden de verificar la efectividad del sistema propuesto,

un circuito electrónico es diseñado con el fin de sintetizar el sistema caótico de

orden fraccionario.
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Abstract

With the development of fractional order calculus and chaos theory, the frac-

tional order chaotic systems have become a useful way to evaluate characteristics

of dynamical systems and forecast the trend of complex systems. In this direction,

this thesis is primarily concerned with the study of fractional order chaotic sys-

tems, based on an unstable dissipative system (UDS), a fractional order unstable

dissipative system (FOUDS) is proposed. Dynamical properties, such as equili-

brium points, Lyapunov exponents, bifurcation diagrams and phase diagrams of

the fractional order chaotic system are studied. The obtained results shown that

the fractional order unstable dissipative system has a chaotic behavior. By utilizing

the fractional calculus theory and computer simulations, it is found that chaos ex-

ists in the fractional order three dimensional system with order less than three.

The lowest order to yield chaos in this system is 2.4. The results are validated

by the existence of one positive Lyapunov exponent, phase diagrams; Besides, the

presence of chaos is also verified obtaining the topological horseshoe. That topo-

logical proof guarantees the chaos generation in the proposed fractional order

unstable dissipative system. In order to verify the effectiveness of the proposed

system, an electronic circuit is designed with the purpose of synthesize the frac-

tional order chaotic system, the fractional order integral is realized with electronic

circuit utilizing the synthesis of a fractance circuit. The realization has been done

via synthesis as passive RC circuits connected to an operational amplifier. The

continuos fractional expansion have been utilized on fractional integration trans-

fer function which has been approximated to integer order rational transfer func-

xv



tion considering the Charef Method. The analogue electronics circuits have been

simulated using HSPICE.
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Introduction

The concept of differentiation and integration to noninteger order is by no

means new. In 1695 L’Hôpital sent a letter to Leibniz, in his letter, a question about

the order the derivatives emerged: what meaning could be ascribed to derivative

of order n if n was a fraction? In a forecast answer, Leibniz predicted the be-

ginning of the area that today is named fractional calculus (FC). In fact, FC has

attracted the attention of many famous mathematicians. It was Euler (1738) that

observed the problem for a derivative of noninteger order, he noted that the result

of the evaluation of a derivative of a power function has a meaning for noninte-

ger orders [1]. Laplace (1812) suggested the idea of differentiation of noninteger

order for functions representable by an integral [1]. Fourier (1822) proposed an

integral representation in order to define the derivative, this version is considered

the first definition for the derivative of fractional (positive) order [2]. Abel (1826)

applied the fractional calculus in the solution of an integral equation that arises

in the formulation of the tautochrone problem, which is considered to be the first

application of FC [2, 3]. Liouville (1832) suggested a definition based on the

formula for differentiating the exponential function, which is known as his first

definition [3, 4]. The second definition given by Liouville is presented in terms of

an integral which is the integration of noninteger order [3–5].

It was Grünwald and Letnikov who first unified the results of Liouville and Rie-

mann, they develop a method to noninteger order derivatives in terms of a conver-

gent series. But it was not until 1900 that the theory about FC has a great interest,

and in an attempt to formulate particular problems, other definitions were pro-
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posed that gave a point of departure for the development of this area. Caputo

(1967) proposed a definition to discuss problems involving a fractional differen-

tial equation with initial conditions [1–5]. The definition given by Caputo inverts

the position of integral and derivative operators with the noninteger order deriva-

tive in relation to Riemann-Liouville definition [6]. The main difference between

Caputo and Riemann-Liouville definitions is that the first calculate derivative of

integer order and after calculate the integral of noninteger order. In the definition

of Riemann-Liouville calculate the integral of noninteger order and after calcu-

late the derivative of integer order [1–6]. Also, it can be demonstrated that both

definitions become equivalent under the same homogeneous initial conditions [7].

The theory had been extended to include fractional order derivative operators

Dm, where m could be rational, irrational, complex or real. Thus it is important

to remark that the name fractional calculus is improperly used words. A more ac-

curate description should be differentiation and integration to an arbitrary order.

However, there are a lot of works in the literature that use fractional more gener-

ally to refer to the same concept. For this reason, this thesis adhere to tradition

and refer to be consistent as fractional calculus.

Recently, studying fractional order systems has become an active research area

[8–14]. The fractional order models give more accuracy results than the cor-

responding integer-order models [15–17]. There are two main features of that

claim; the fractional order parameter improves the system performance by in-

creasing one degree of freedom, and the other one is related to fractional deriva-

tives provides a valuable instrument for the description of memory and hereditary

properties in various processes [15–18]. Therefore, the fractional derivatives have

been used to describe elegantly interdisciplinary applications; for instance, in [14]

the projectile motion is examined by means of fractional calculus, concluding that

the launching angle that maximizes the horizontal range is a function of the arbi-

trary order of the fractional derivative; in [19] a fractional order model of tumor

cells growth and their interaction with general immune effector cells is studied; a

generalization for the stability analysis of neutral fractional-delay system. Where
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the stability can be evaluated by calculating by the number of the unstable charac-

teristic roots is presented in [20]; in control theory a fractional order controller has

been reported in some applications such as backlash vibration suppression control

of torsional systems [21]; in viscoelastic materials, the fractional order damping

element provides a superior model because it is modeled as a force proportional

to the fractional order derivative of the displacement [22]; in image processing a

fractional differential algorithm could preserve the information of weak texture,

while enhancing the edge of image [23]; also in dielectric polarization a fractional

model is better to study the relation between the dynamic polarization, frequency

and electric field amplitude [24]; and so on [25,26].

Fractional integrals and derivatives also appears in theory of chaotic systems.

One of the main objectives in the literature is found that chaotic behavior in frac-

tional order systems. Usually chaotic attractors cannot be observed in continuous

nonlinear systems whose order is less than three, so it is highly interesting to an-

alyze the routes to get chaos of fractional order systems with low orders. The

fractional derivatives have complex geometrical interpretation due of their nonlo-

cal character and high nonlinearity; the power spectrum of fractional order chaotic

systems fluctuates complexly increasing the chaoticity in frequency domain; and

the computational complexity goal is also achieved. More specifically, the secu-

rity in cryptosystems based on chaos can be increased using the derivative orders

of fractional chaotic systems as secret keys in addition to the system’s parame-

ters [25]; so, the complexity of the verification of each key is strengthened causing

the traditional cracking algorithms of chaotic masking to be unusable. Therefore,

new fractional chaotic systems are crucial to enhance the performance of several

integer-order chaos-based applications. Recently, engineering applications using

fractional order chaotic systems have been demonstrated, such as a digital cryp-

tography approach, an image encryption method, a cipher and an authenticated

encryption scheme [26].

The objective of this thesis is mainly targeted towards the fractional order non-

linear dynamical systems. The objective is to propose a fractional order unstable

dissipative system considering the dynamical characteristics of the unstable dis-
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sipative system. In a first instance, analyze the effects related to its dynamics

of the fractional order unstable dissipative system i.e., finding an effective min-

imum order using the same system’s parameters as integer order version while

chaos behavior is preserved. The chaotic attractor of the fractional system appears

as a result of the combination of several unstable one-spiral trajectories around

a saddle hyperbolic equilibrium point. The resulting chaotic attractor from the

fractional order dynamical systems has the same number of equilibria as scrolls

as shown herein. The fractional order unstable dissipative system is solved by

means of the improved version of Adams-Bashforth-Moulton numerical algorithm

and the chaotic attractor can be observed for different orders. In addition, based

on topological horseshoe analysis method, a topological horseshoe is found in the

attractor, that demonstrate that the attractor generated by the fractional order sys-

tem has a chaotic behavior. Finally, an electronic circuit is designed, considering

the fractance device with the idea of approximate the integral operator of frac-

tional order. The objectives considered to development this thesis are described

below:

General objective

Propose a fractional order chaotic oscillator considering the unstable dissipa-

tive system and its electronic design.

Particular objectives

• To generate a fractional order unstable dissipative system considering the

unstable dissipative system and analyze its stability.

• To design electronic oscillators based on fractional order unstable dissipative

system.

Thesis contribution

In summary, the main contribution of this thesis is on the fractional order dy-

namical systems and on chaotic circuits. In particular, an approach to design an

xx



electronic circuit which obeys to the same equations of the fractional order non-

linear system. In this endeavor, the contribution results of this thesis are listed in

the following.

• A dynamical system, fractional order unstable dissipative system (FOUDS).

This dynamical system is generated from the stability theorem related to

fractional calculus.

• A study about the connection between the equilibrium points and eigen-

values of the system, and its reduction in effective dimension, which is the

sum of all orders concerned to derivatives, in the proposed fractional order

chaotic system.

• Integer order transfer functions to approximate fractional operators.

• An analog circuit design for the fractional order unstable dissipative system

proposed.

Thesis organization

The rest of this thesis is organized as follows. In Chapter 1 a brief introduction

about fractional calculus, some definitions related to stability of fractional order

systems, and numerical algorithm to compute the solutions of fractional order sys-

tems are presented. Chapter 2 describes fundamentals concepts directly related to

nonlinear systems. Chapter 3 introduces the fractional order unstable dissipative

system, also gives a review of three well known integer order chaotic systems, and

their fractional order representation. Besides, the chapter describes the computer-

assisted verification of chaos in the fractional order unstable dissipative system by

using the topological horseshoe theorem. In Chapter 4 describes the design and

simulation of an analog electronic circuit that realizes the fractional order unstable

dissipative system with low orders i.e., the section gives the basic blocks needed

for the realization of an electronic circuit equivalent to a fractional order nonlin-

ear system. Finally, in chapter 6 concludes the thesis and outlines some future

research directions.
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Chapter 1

Fractional Order Systems

In this chapter a brief introduction about fractional calculus is presented,

a branch of mathematics that is, in a certain sense, as old as classical calculus

as we know it today. Starting from fundamentals definitions of fractional

calculus until a numerical method for solving fractional order differential

equations, this chapter is a review of necessary concepts.

1.1 Fundamentals and definitions in fractional cal-

culus

Fractional calculus is a generalization of differentiation and integration of func-

tions to noninteger order, the continuous integro-differential operator aDα
t , where

a and t are the limits of the operation and α ∈ R. The operator is defined as

aD
α
t =



dα

dtα , α > 0,

1, α = 0,∫ t
a(dτ)α, α < 0.

Different definitions of fractional order integration and differentiation have emerged

during the development of fractional order calculus theory. Some of the definitions

are directly extended from the conventional order calculus. The most commonly

used definitions are summarized as follows [5,15,16,18,27]:

1



1.1 Fundamentals and definitions in fractional calculus

A. Fractional order Cauchy integral formula

The formula is extended from integer order calculus

Dαf(t) = Γ(α+ 1)
j2π

∫
C

f(τ)
(τ − t)α+1dτ, (1.1)

where C is the closed path that encircles the poles of the function f(t) [27].

The integrals and derivatives for cosine and sinusoidal functions can be ex-

pressed by

dk

dtk
(cosat) = ak cos

(
at+ kπ

2

)
,

dk

dtk
(sinat) = ak sin

(
at+ kπ

2

)
. (1.2)

It can also be shown with Cauchy’s formula that, if k is not an integer, the

above formula is still valid.

B. Grünwald-Letnikov definition

The fractional order diferentiation and integral can be defined in a unified

way, just as

aD
α
t f(t) = lim

h→0

1
hα

[ t−ah ]∑
j=0

(−1)j
(
α

j

)
f(t− jh), (1.3)

where
(
α
j

)
are binomial coefficients, the subscripts to the left and right of

D are the lower and upper bounds in the integral. The value of α can be

positive or negative, i.e., corresponding to differentiation and integration,

respectively and the α is noninteger

C. Riemann-Liouville definition

The fractional order integral is given by

aD
−α
t f(t) = 1

Γ(α)

∫ t

a

f(τ)
(t− τ)1−αdτ, (1.4)

where 0< α < 1, and a is the initial value. Let a= 0, the notation of integral

can be simplified to D−αt f(t). The Riemann-Liouville definition is a widely

2



1.1 Fundamentals and definitions in fractional calculus

used definition for fractional order differentiation and integral. Similarly,

fractional order differentiation is defined as

aD
α
t f(t) = dn

dtn

(
aD
−(n−α)
t f(t)

)
= 1

Γ(n−α)
dn

dtn

∫ t

0

f(τ)
(t− τ)α−n+1dτ, (1.5)

where n= dαe.

D. Caputo definition

The Caputo fractional order differentiation can be written as

0D
α
t f(t) = 1

Γ(n−α)

∫ t

0

fn(τ)
(t− τ)α−n+1dτ, (1.6)

for n= dαe. Similarly, by the Caputo definition, the integral is described by

0D
−α
t f(t) = 1

Γ(α)

∫ t

0

f(τ)
(t−α)1−α , α > 0. (1.7)

In the above definitions Γ(·) is the Gamma function,

Γ(z) =
∫ ∞

0
tz−1e−tdt. (1.8)

It can be show that for varieties of functions, Riemann-Liouville and Caputo

are equivalent [16]

The main reason of considering the Caputo definition in this thesis is due to the

fact of the initial conditions for the fractional order differential equations because

are the same form as those integer order differential equations, and there are

clear interpretations of the initial conditions for integer orders, moreover, it has

the benefit of possessing a value of zero when it is applied to a constant. As well

as 0Dα
t f(t) as Dαf(t) for simplicity in the notation in the following content.

The properties of fractional calculus are summarized as follows [16]:

A. If f(t) is an analytical function of t, its fractional derivative Dαf(t) is an ana-

lytical function of t and α.

B. For α = n, where n is an integer, the operation Dαf(t) gives the same result as

classical differentiation of integer order n.
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1.2 Laplace transform of fractional order

C. For α = 0, the operator Dαf(t) is the identity operator

D0f(t) = f(t).

D. Fractional differentiation and fractional integration are linear operations

Dα(af(t) + bg(t)) = aDαf(t) + bDαg(t).

E. The additive index law (semigroup property)

DαDβ
t f(t) =0 D

β
0D

αf(t) =Dα+βf(t).

holds under some reasonable constraints on the function f(t). The fractional

order derivative commutes with integer order derivative

dn

dtn
(Drf(t)) =Dr

(
dnf(t)
dtn

)
=a D

r+nf(t),

The relationship above says the operators dn

dtn and Drf(t) commute [16].

1.2 Laplace transform of fractional order

The Laplace transform is one of the most useful tools for solving differential

equations with initial conditions and solving engineering problems, in this way,

recall some basic information with respect to Laplace transform.

The function F (s) of the complex variable s is defined by

F (s) = L{f(t);s}=
∫ ∞

0
e−stf(t)dt, (1.9)

is known as the Laplace transform of the function f(t). For the existence of integral

(1.9) the function f(t) there exist an exponential α, which means that there are

positive constants M and T so that

e−αt|f(t)| ≤M, for all t > T.
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1.2 Laplace transform of fractional order

The f(t) can be reestablished from the Laplace transform F (s) with the help of the

inverse Laplace transform

f(t) = L−1{F (s); t}=
∫ c+j∞

c−j∞
estF (s)ds, c=Re(s)> c0, (1.10)

where c0 lies in the right half plane of the absolute convergence of the Laplace

integral (1.10).

A property is the formula for the Laplace transform of the derivative of an

integer order n of the function f(t), expressed as L{·} is given by

L{fn(t);s}= snF (s)−
n−1∑
k=0

sn−k−1fk(0) = snF (s)−
n−1∑
k=0

skfn−k−1(0), (1.11)

which can be obtained from the definition (1.11) by integrating by parts under the

assumption that the corresponding integrals exist.

1.2.1 Laplace transform of fractional derivatives

The evaluation of the Laplace transform of the Riemann-Liouville fractional

derivative, is written as follows

Duf(t) = gn(t), (1.12)

g(t) =D−(n−u)f(t) 1
Γ(k−u)

∫ t

0
(t− τ)n−u−1f(τ)dτ, n−1≤ u < n. (1.13)

Considering the formula for the Laplace transform of an integer order derivative

(1.11) leads to

L{Duf(t)}= sn−G(s)−
n−1∑
k=0

skgn−k−1(0). (1.14)

The Laplace transform of the function g(t) is evaluated by

L{D−ug(t)}= L{D−ug(t)}= s−uG(s) (1.15)

Hence, the following expression for the Laplace transform of the Riemann-Liouville

fractional derivative of order u > 0

L{Duf(t)}= suF (s)−
n−1∑
k=0

sk(Du−k−1f(t))t=0, n−1≤ u < n. (1.16)
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1.3 Fractional systems and state space representation

The Laplace transform of the Caputo fractional derivative has the following form

L{Dαf(t)}= sαF (s)−
n−1∑
k=0

sα−k−1fm(0), n−1≤ α < n. (1.17)

The Laplace transform of a fractional order derivative for zero initial conditions

can be expressed by [5,15]

L{Dαf(t)}= sαF (s). (1.18)

Equation (1.18) is useful in order to calculate the inverse Laplace transform of

elementary transfer functions, such as non integer order integrators e.g., 1/sα.

Indeed, replacing α with −α and considering the Dirac impulse as f(t) = δ(t), by

means of the definition (1.6), it holds that

L

{
tα−1

Γ(α)

}
= 1
sα

; L−1
{ 1
sα

}
=
{
tα−1

Γ(α)

}
, (1.19)

that is the impulse response of a non integer order integrator.

1.3 Fractional systems and state space representa-

tion

A general fractional order system can be described by a fractional differential

equation of the form [15,18]

anD
αny(t) +an−1D

αn−1y(t) + . . .+a0D
α0y(t)

= bmD
βmu(t) + bm−1D

βm−1u(t) + . . .+ b0D
β0y(t), (1.20)

where Dγ ≡0 D
γ
t denotes the Riemann-Liouville, The Grünwald-Letnikov or the

Caputo’s fractional derivative [1, 5, 16, 18]. The corresponding transfer function

considering incommesurate (non-identical fractional order) real orders has the

following form [15]

G(s) = bms
βm + . . .+ b1sβ1 + b0sβ0

ansαn + . . .+a1sα1 +a0sα0
= Q(sβk)
P (sαk) (1.21)
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1.3 Fractional systems and state space representation

where αk with (k = 0, . . . ,n), βk with (k = 0, . . . ,m) are arbitrary real or rational

numbers that can be organized as αn > αn−1 > · · · > α0, and βn > βn−1 > · · · > β0

and ak with (k = 0, . . . ,n), bk with (k = 0, . . . ,m) are constant.

The incommensurate order system (1.21) can also be expressed in incommen-

surate form by the multivalued transfer function [15]

H(s) = bms
β/v + . . .+ b1s1/v + b0

ansα/v + . . .+a1s1/v +a0
, (v > 1). (1.22)

Observe that every fractional order system can be expressed in the form (1.22)

and the domain of H(s) is a Riemann surface with v Riemann sheets [18].

In commensurate order systems, a general expression can be introduced, con-

sider that, αk = αk, βk = αk with (0 < α < 1),∀k ∈ Z, finally the transfer function

has the following form:

G(s) =K0

∑M
k=0 bk(sα)k∑N
k=0ak(sα)k

=K0
Q(sα)
P (sα) , (1.23)

where N >M , the function G(s) becomes a proper rational function in the com-

plex variable sα which can expanded in partial fractions of the following form:

G(s) =K0

 N∑
i=1

Ai
sα+λi

 , (1.24)

with λi(i= 1,2, . . . ,N) are the roots of the pseudo-polynomial P (sα).
The analytical solution of the system (1.24) can be expressed by

y(t) = L−1

K0

 N∑
i=1

Ai
sα+λi

=K0
N∑
i=1

Ait
αEµ,ξ(−λitα), (1.25)

where Eµ,ξ is the Mittag-Leffler function is defined by [16]

Eµ,ξ(z) =
∞∑
i=0

zi

Γ(µi+ ξ) (µ > 0, ξ > 0), (1.26)

where for instance E1,1(z) = ez.

Consider a fractional order derivative equation system as follows

anD
αny(t) +an−1D

αn−1y(t) + . . .+a0D
α0y(t) = u(t), (1.27)
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1.3 Fractional systems and state space representation

by Laplace transform, is possible obtain a fractional transfer function

G(s) = Y (s)
U(s) = 1

ansαn + . . .+a1sα1 +a0sα0
, (1.28)

The fractional order linear time invariant (LTI) system can also be represented by

the following state space model [18]

Dq
t x(t) = Ax(t) +Bu(t)

y(t) = Cx(t) (1.29)

where x ∈ Rn, u ∈ Rr and y ∈ Rp are the state, input and output vectors of the

system, A ∈ Rn×n, B ∈ Rn×r, C ∈ Rp×n, and q = [q1, q2, . . . , qn]T are the fractional

orders. If the orders q1, q2, . . . , qn ≡ α, the system (1.29) is called a commensurate

order system, otherwise it is an incommensurate order system.

State transition matrix is

x(t) =
[
I+ Ax(0)

Γ(1 +α)t
α+ A2x(0)

Γ(1 + 2α)t
2α+ . . .

Akx(0)
Γ(1 +kα)t

kα+ . . .

]

=
 ∞∑
k=0

Aktkα

Γ(1 +kα)

x(0) = Φ(t)x(0). (1.30)

A fractional order system described by n-term fractional differential equation (1.27)

can be written into state space representation in the form [15,28]

Dq1x1(t)
Dq2x2(t)

...

Dqnxn(t)

=



0 1 . . . 0
0 0 1 . . . 0
...

... . . . ...

−a0/an −a1/an . . . an−1/an





x1(t)
x2(t)

...

xn(t)

+



0
0
...

1/an

u(t),

y(t) =
(
1 0 . . . 0 0

)


x1(t)
x2(t)

...

xn(t)

 , (1.31)

where α0 = 0, q1 = α1, q2 = αn−1−αn−2, . . . qn = αn−αn−1, with initial conditions

x1(0) =x1
0 = y0, x2(0) = x2

0 = 0, . . .

xi(0) =xi0 =


yk0 , if i= 2k+ 1,

0 if i= 2k,
i≤ n. (1.32)
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1.4 Stability of fractional order systems

The n−term fractional order differential equation (1.27) is equivalent to the sys-

tem of equations (1.31) with the initial conditions (1.32) in the Caputo sense

[7,29].

1.4 Stability of fractional order systems

Stability as an important property of dynamical systems, its usually refers to

the qualitative behavior of motions relative to an invariant set. It is well known

from the theory of stability that a linear time invariant (LTI) system is stable if

the roots of the characteristic polynomial are negative or have negative real parts

if they are complex conjugate. It means that they are located on the left half of

the imaginary axis of complex s−plane. The domain can be viewed as a Riemann

surface with finite number of Riemann sheets v, where the origin is a branch point

and the branch cut is assumed an R−. The branch cut is assumed at R− and the

first Riemann sheet is denoted by Ω and defined by

Ω = {rejφ|r > 0,−π < φ < π}. (1.33)

In the fractional order LTI case, the stability is different from the integer case [27].

An interesting point is that a stable fractional system may have roots in right half

of the complex w−plane Fig. 1.1. Since the main sheet of the Riemann surface is

defined −π < arg(s) < π, by considering the mapping w = sα, the domain of w is

defined by −απ < arg(w) < απ and the w plane region corresponding to the right

half plane of this sheet is described by −απ/2< arg(w)<απ/2. It has been shown

that system (1.29) is stable if the following condition is satisfied [30,31].

Theorem 1.4.1. [30,31] A commensurate order SISO system described by the frac-

tional transfer function (1.21) is stable if only if following condition is satisfied

|arg(λi)|>
απ

2 , for all i, (1.34)

with λi the i−root of pseudo-polynomial P (·).

9
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Figure 1.1: Stability region of LTI fractional order systems with order 0< α < 1.

Generally, consider the following commensurate fractional order system in the

form

Dαx = f(x), (1.35)

here α = [α1,α2, . . . ,αn]T for 0<αi< 1, (i= 1,2, . . . ,n) and x∈Rn. The equilibrium

points of system (1.35) are calculated via solving the following equation

f(x) = 0, (1.36)

where x∗ = (x∗1,x∗2, . . . ,x∗n) is an equilibrium point of the system (1.35). The equili-

brium points are asymptotically stable if all the eigenvalues λi, (i = 1,2, . . . ,n) of

the Jacobian matrix J = ∂f/∂x, satisfy the following condition

|arg(eig(J))|= |arg(λi)|>
απ

2 , i= 1,2, . . . ,n. (1.37)

Figure 1.1 shows the stable and unstable regions of the complex plane for such a

case.
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1.5 Numerical method for solving fractional differential equations.

1.5 Numerical method for solving fractional differ-

ential equations.

Similar to integer-order systems, the solution of the fractional systems is com-

puted using a numerical integration algorithm. The Adams-Bashforth-Moulton

(ABM) method, a predictor-corrector scheme, reported in [32] is used herein to

obtain the time evolution of fractional order differential equations. The algorithm

is a generalization of the classical Adams-Bashforth-Moulton integrator that is well

known for the numerical solution of first-order problems [33,34]. I select the ABM

as numerical solver because of it is based on the Caputo derivatives which allows

us to specify both homogeneous and inhomogeneous initial conditions contrary to

Riemann-Liouville-based methods.

Consider the following fractional order differential equation:

Dαy(t) = f(t,y(t)), 0≤ t≤ T ;
y(k)(0) = y

(k)
0 , k = 0,1, . . . ,n−1.

(1.38)

The solution of (1.38) is given by an integral equation of Volterra type as

y(t) =
dαe−1∑
k=0

yk0
tk

k! + 1
Γ(α)

∫ t

0
(t− z)α−1f(z,y(z))dz. (1.39)

How it is showed in [6], there is a unique solution of (1.38) on some interval

[0,T ], thence we are interested in a numerical solution on the uniform grid {tn =
nh|n= 0,1, . . . ,N} with some integer N and stepsize h= T/N , then (1.39) can be

replaced by a discrete form to get the corrector as follows

yh(tn+1) =
dαe−1∑
k=0

yk0
tk

k! + hα

Γ(α+ 2)f
(
tn+1,y

p
h(tn+1)

)

+ hα

Γ(α+ 2)

n∑
j=0

aj,n+1f (tj ,yh(tj)) , (1.40)
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1.5 Numerical method for solving fractional differential equations.

where

aj,n+1 =



nα+1− (n−α)(n+ 1)α, j = 0,
(n− j+ 2)α+1 + (n− j)α+1

−2(n− j+ 1)α+1, 1≤ j ≤ n,
1, j = n+ 1,

(1.41)

Moreover, the predictor has the following structure

yph(tn+1) =
dαe−1∑
k=0

yk0
tk

k! + 1
Γ(α)

n∑
j=0

bj,n+1f(tj ,yh(tj)), (1.42)

with bj,n+1 defined by

bj,n+1 = hα

α
((n+ 1− j)α− (n− jα)). (1.43)

The error of this approximation is given by

max
j=0,1,...N

|y(tj)−yh(tj))|=O(hP ), (1.44)

where P = min(2,1 +α). It important to mention that in this thesis, a fractional

order dynamical systems are considered, so the algorithm (1.40) and (1.42) is em-

ployed to obtain a numerical solution for each one fractional differential equation.

Finally, in Appendix B the pseudocode of the algorithm is presented.

In this chapter it has been presented a historical review and fundamental defi-

nitions about fractional calculus that give the idea that this fractional calculus is as

rigorous as its counterpart classical integer order differentiation and integration,

moreover, the state space representation of dynamical systems, and the algorithm

for the numerical solution of differential equations of fractional order, taking into

account initial conditions.
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Chapter 2

Fractional Order Dynamical Systems

The fractional order nonlinear dynamics systems are used to describe a

vast variety of science and engineering phenomena. This chapter describes

the fundamental concepts and tools that are directly related to nonlinear

dynamics that are briefly review in this thesis.

2.1 Elementary dynamical systems theory

Most continuous-time fractional order nonlinear dynamical systems studied in

this thesis are described by either a fractional order differential equation. Consider

the following fractional order nonlinear system in the from

Dαx= f(x, t;p), t ∈ [t0,∞) (2.1)

where α = [α1,α2, . . . ,αn], for 0 < αi < 1, (i = 1,2, . . . ,n) for x = x(t) is the state

vector of the system belonging to region Ω ⊂ Rn, p is a vector of system parame-

ters, that may be allowed to vary within a interval In⊂Rm, often m≤ n, and f(·, ·)
is a continuous nonlinear function.

The system (2.1) has a unique solution corresponding to any given initial con-

dition, x(t0) = x0 ∈Ω at the initial time t0 = 0 [6,35]. The entire space Rn× [0,∞),
to which the system states belong, is called the state space.

The fractional order dynamical system (2.1) is said to be autonomous, if the

variable, t, does not appear independently in the system function f(·); in this case

Dαx= f(x;p), (2.2)
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2.2 Nonlinear dynamical systems

otherwise, (2.1) it is said to be nonautonomous. Obviously, in this thesis the state

vector x= x(t) is always a function of time.

A dynamical system is deterministic, if there is a unique consequence to every

change of the system parameters or initial states, and it is stochastic, if there is

more than one possible consequence for a change in its parameters or initial states

according to some probability distribution [35].

2.2 Nonlinear dynamical systems

Consider a general two one-dimensional state variable system

Dαx1 = f1(x1,x2),

Dαx2 = f2(x1,x2), (2.3)

where 0 < α < 1, with initial conditions (x1(0),x2(0)) and two smooth nonlinear

functions, f1(·, ·) and f2(·, ·). Here (f1,f2) describes the vector field of the system.

The trajectory traveled by the solution of the system (2.3), starting from the

initial state (x1(0),x2(0)), which is a solution trajectory, or an orbit of the sys-

tem. A solution of (2.3), with initial state (x1(0),x2(0)) is usually denoted by

ϕ(x1(0),x2(0)). The family of ϕt, t ∈ [0,∞), satisfies ϕt1+t2 = ϕt1 ◦ ϕt1, where

ϕt0(x1(0),x2(0)) = (x1(0),x2(0)). Since, for autonomous systems, two different

solution trajectories never cross each other in the x1 − x2 plane, any solution

ϕt(x1,x2) of an autonomous system, considered as a family of trajectories with

different initial conditions, is called flow in the x1− x2 plane. All the possible

solution trajectories of an autonomous system, plotted in the x1−x2 plane corre-

sponding to different initial conditions, constitute the phase portrait of the system

solutions.

Equilibria of the system (2.3), if exist, are the solutions that simultaneously sat-

isfy the homogeneous equation (1.36), the equilibria is usually denoted by (x1,x2).
An equilibria is stable if all the nearby trajectories of the system, starting from any

initial states, approach it; it is said to be unstable, if the nearby trajectories move
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away from it. Equilibria can be classified, according to their stabilities, as stable

or unstable node, node, focus, saddle point or center.

Let λ1,λ2 be the eigenvalues of the Jacobian matrix J = ∂f/∂x, all evaluated

at the equilibrium (x1,x2). As is well known,

λ1,2 = 1
2
[
trace(J)±

√
D
]
, (2.4)

where D =
[
trace(J)2−4det(J)

]
. The different equilibria and their stabilities,

determined by these two eigenvalues are summarized in Fig 2.1 [35,36]

If the two eigenvalues of J satisfy R{λ1,2} 6= 0, then the equilibrium x∗, about

which the linearization is taken, is said to be hyperbolic.

Consider the homogeneous linear system

Dαx(t) = Ax(t), x(t) ∈ Rn, (2.5)

where A is a n×n constant matrix, x(0) = x0, and α is restricted in (0,1).

Definition 2.2.1. [37] If all eigenvalues λ(A) of A satisfy: |λ(A)| 6= 0 and |arg(λ(A))| 6=
απ/2, then the origin O of the linear system is called a hyperbolic equilibrium point.

Definition 2.2.2. [37] The autonomous system (2.5) is said to be: (1) stable if

∀x0, there exists a ε > 0 such that ||x(t)|| < ε for t ≥ 0; (2) asymptotically stable if

limt→∞ ||x(t)||= 0.

The autonomous nonlinear differential system in the sense of Caputo is given

as follows:

Dαx(t) = f(x(t)) (2.6)

where x(t) ∈ Rn, x(0) = x0, f(x) is continuous.

Definition 2.2.3. The point e is an equilibrium point of system (2.6), if and only if

f(e) = 0.

Definition 2.2.4. [37] Suppose that e is an equilibrium point of system (2.6), and

that all the eigenvalues λ(Df(e)) of the linearized matrix Df(e) at the equilibrium

point e satisfy:|λ(Df(e))| 6= 0 and |arg(λ(Df(e)))| 6=απ/2, then we call e a hyperbolic

equilibrium point.
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Definition 2.2.5. 1) The equilibrium point e of (2.6) is said to be: (1) locally stable

if ∀ε > 0, there exists a δ > 0 such that ||x(t)− e|| < ε holds for ∀x0 ∈ {z :
||z− e|| < δ} and ∀t > 0; (2) locally asymptotically stable if the equilibrium

point is locally stable and limt→+∞x(t) = e.

2) Denote x(t), x̃(t) as the solution of the system (2.6) with initial values x0, x̃0 re-

spectively. The solution x(t) is said to be: (1) locally stable if ∀ε > 0, there exists

a δ > 0 such that ||x(t)− x̃(t)||<ε holds for ||x0− x̃0||<δ and ∀t≥ 0; (2) locally

asymptotically stable if the solution is locally stable and limt→+∞(x(t)− x̃(t)) =
0.

Suppose f(x1),g(x2) are continuos vector fields defined on U,V ⊂Rn, and they

generate a flow ϕt,f : U → U, ϕt,g : V → V.

Definition 2.2.6. If there is a homeomorphism h : U → V, satisfying: h ◦φt,f (x) =
ϕt,g ◦ h(x),x ∈ δ(x0, r) ⊂ U,x0 ∈ U then f(x1) and g(x2) are locally topologically

equivalent. If the above relation holds in the whole space U , then they are globally

topologically equivalent.

The linearization theorem of fractional differential equation with Caputo deriva-

tive. Without loss of generality, let e be the origin.

Theorem 2.2.1. [37] If the origin O is a hyperbolic equilibrium point of (2.6), then

vector field f(x) is topologically equivalent with its linearization vector field Df(0)x
in the neighborhood δ(0) of the origin O.

The above theorem can be regarded as the fractional version of the Hartman

theorem [37], this theorem guarantees that for hyperbolic case, one can study

the linearized system intend of original nonlinear system, with regard to the local

dynamical behavior of the system within a neighborhood of the equilibrium x∗. In

other words, there are some homeomorphic maps that transform the trajectories

of the nonlinear system into trajectories of its linearized system in a neighborhood

of the equilibrium.
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2.2.1 Attractors and limit sets

In the theory of dynamical system, steady states of the system solutions refer to

the asymptotic behaviors of the solution as t→∞. Certainly, only those bounded

steady states are meaningful. A solution trajectory between its initial state and

steady state is called the transient state. Yet, there is generally no clear-cut line

between transient and steady states, unless a transition point is specified [35].

For a given dynamical system, a point x2 in the space state is said to be an

ω−limit point of an orbit x(t) of the system, if for each open neighborhood Ux2 of

x2, the trajectory of x1(t) enters Ux2 at a large enough but fine value of t. Moreover,

the trajectory x1(t) will repeatedly enter any given neighborhood of x2, no matter

how small it is as t→∞. The set of all ω−limit points of x1(t) denoted by Lx1 is

called the ω−limit set of x1(t). An ω−limit set Lx1 is attracting if there is an open

neighborhood UL of Lx1 , such that, if the trajectory of a system state enters UL at

some initial instant t1 ≥ t0 then this trajectory will approach Lx1 arbitrary closely,

as t→∞. The basin of attraction of an attracting point is the union of all such

open neighborhoods. An ω−limit set is repelling if the system trajectory always

moves away from it [35,36].

An attractor is defined to be the union of all those points in a attracting set

that is invariant under the system operators or iterations of the underlying map.

In other words, an attractor is an ω−limit set, Lx1, satisfying the property that all

orbits near Lx1 have Lx1 as their ω−limit sets.

2.2.2 Poincaré map

Consider both n and p integers the n−dimensional nonlinear autonomous sys-

tem (2.2) and assume that this system has a tp−periodic limit cycle Γ. Let x∗ be

a point on the list cycle and Σ be an (n−1)p−dimensional hyperplane transversal

to Γ at x∗. The transversality of Σ to Γ at x∗ means that Σ and the tangent line of

Γ at x∗ span the entire n−dimensional space [35].

Since Γ is a periodic orbit, the trajectory starting from the point x∗ will return

to x∗ in one period of time, tp. Any trajectory starting from a point called x in
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a small neighborhood Ux∗ of x∗ on Σ, will return and cross Σ at a point denoted

P (x), in the vicinity Vx∗ of x∗. Therefore, a map P : Ux∗ → Vx∗, can be defined by

Σ along with the solution flow of the autonomous system. This map is called the

Poincaré map associated with the system and the cross-section Σ.

2.2.3 Homoclinic and heteroclinic trajectories

Let x∗ be a hyperbolic equilibrium of a P : Rn → Rn of unstable, center or

saddle type. Let ϕt(x) be a solution trajectory that pass through x∗ and Lx∗ be the

limit set of ϕt(x). The stable manifold of Lx∗ denoted by Ms is the set points x

such that ϕt(x) approaches Lx∗ as t→∞. The unstable manifold of x∗ denoted

Mu is the set of points x such that ϕt(x)approaches Lx∗ as t→−∞ [38].

Suppose that Σs(x∗) and Σu(x∗) are cross-section of the stable and unsta-

ble manifolds of ϕt(x), and they intersect at x∗. This intersection includes one

constant trajectory: ϕt(x) = x∗. A non constant trajectory lies in the intersec-

tion Σs(x∗)∩Σu(x∗) is called a homoclinic trajectory. Consider two equilibria

x∗1 6= x∗2 of unstable, center or saddle type, a trajectory that lies in Σs(x∗1)∩Σu(x∗2)
or Σu(x∗1)∩Σs(x∗2) is called a heteroclitic trajectory. A heteroclitic trajectory ap-

proaches one equilibrium point as t→∞ and approaches a different equilibrium

point as t→−∞ [35,38].

Let x∗ be a hyperbolic unstable fixed point of a diffeomorphism P : Rn→ Rn.

Suppose Σs(x∗) and Σu(x∗) interesect at a point x0 6= x∗. Let {xk}∞k=−∞ be the orbit

through x0. Where the sequence {xk} is a homoclinic orbit and each xk is called

a homoclinic point. Since x0 lies in both the stable and unstable manifolds, so

does the homoclinic orbit {xk}. It follows that if the stable and unstable manifolds

intersect at a point other than x∗, then the intersect at an infinite number of points

[38].

This structure is called a homoclinic structure. In this the two manifolds usu-

ally do not intersect transversally, so the structure is unstable in the sense that

the connection can be destroyed by small perturbations. Still, if they intersect

transversally, the transversal homoclinic point will imply infinitely other homo-
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2.3 Smale Horseshoe

clinic points, what eventually leads to extremely complicated stretching and fold-

ing of the two manifolds. Such stretching and folding manifolds are key to chaos.

Now, is important consider that a transversal homoclinic point implies the exis-

tence of a Smale horseshoe map, embedding in the diffeomorphism P [38–40].

This result is proved in the Smale-Birkhoff homoclinic theorem.

Theorem 2.2.2. [35, 38] Let P : Rn→ Rn be a diffeomorphism with a hyperbolic

equilibrium x∗. If the cross-sections of the unstable and stable manifolds, Σu(x∗) and

Σs(x∗), intersect transversally at a point other than x∗, then P has a horseshoe map

embedded within it.

The three one-dimensional variable systems, that have an equilibrium with a

real eigenvalue λ and two complex conjugate eigenvalues a± jb. Consider the

case when λ > 0 and a < 0 gives a Shilikov− type of homoclinic trajectory with

the following result [35,38]

Theorem 2.2.3. [35, 38] Let ϕt be the solution flow of a three dimensional au-

tonomous system that has a Shilnikov-type homoclinic trajectory, γ. If |a|< |λ|, then

ϕt can be perturbed to ϕ̃t extremely slightly, such that ϕ̃t has a homoclinic trajec-

tory γ̃, near γ, of the same type, and the Poincaré map, defined by a cross-section

transversal to γ̃, has a countable set of Smale horseshoe.

2.3 Smale Horseshoe

A common analysis to verify the chaotic behavior of a dynamical system is

carried out by computing its Lyapunov exponents due to they are a good tool

to characterize the high sensitivity to the initial conditions. Nevertheless, when

dealing with chaotic systems, sometimes it is difficult to get Lyapunov exponents

with high computation accuracy because it may also depends on the length of

time computed as well as the step-size used to numerical integration algorithms

[41, 42]. Therefore, the largest Lyapunov exponent seems insufficient to validate

absolutely the chaotic behavior of fractional order systems, since it may simply
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2.3 Smale Horseshoe

produce an unbounded system trajectory, and yet if the trajectories are bounded

then the system is likely chaotic, in addition especially when the computed value

of this exponent is close to zero, and the numerical error may cause a bias.

On the other hand, the topological horseshoe theory, which is based on the

notion of symbolic dynamics [38, 39, 41–44], provides a proof to estimate topo-

logical entropy, verifies existence of chaos, and reveals invariant sets of chaotic

attractors in chaotic systems. The topological horseshoe depends on the geom-

etry of continuous maps on some subsets of interest in state space based on the

second return Poincaré map, for continuous-time systems the topological horse-

shoe theorem cannot be directly applied [43,44]. Therefore, one needs to find an

appropriate Poincaré section to obtain a Poincaré map.

The basic procedure is to propose an appropriate Poincaré section and define

a second return Poincaré map, which implies that the entropy of the attractors of

fractional order nonlinear dynamical system is not less than log2, giving a com-

pelling signature of chaos.

2.3.1 Aspects of symbolic dynamics.

Let Sm = {0,1, . . . ,m− 1} and
∑
m be the collection of all bi-infinite sequences

with their elements s ∈∑m:

s= {. . . , s−n, . . . , s−1, s0, s1, . . . , sn, . . .}, si ∈ Sm, ∀i.

If we consider another sequence s̄ ∈∑m, with

s̄= {. . . , s̄−n, . . . , s̄−1, s̄0, s̄1, . . . , s̄n, . . .}, s̄i ∈ Sm, ∀i.

Then the distance between s and s̄ is defined as

d(s, s̄) =
∞∑
−∞

1
2|i|

|si− s̄i|
1 + |si− s̄i|

. (2.7)

2.3.2 Metric space and the m-shift.

With the distance defined in (2.7),
∑
m, is a metric space and with the following

three properties with which a set is called a Cantor set [39].
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2.3 Smale Horseshoe

Theorem 2.3.1. [39,41] The metric space
∑
m is compact, totally disconnected and

perfect.

Now define a map of
∑
m into itself, denoted by γ, as follows:

γ(si) = si+1, ∀i. (2.8)

The map γ is called an m-shift map, which has the following properties.

Theorem 2.3.2. [39] (a) γ(∑m) =∑
m, and γ is continuous; (b) The shift map γ

as a dynamical system defined on
∑
m has:

(i) a countable infinity of periodic orbits consisting of orbits of all periods;

(ii) an un-countable infinity of non-periodic orbits;

(iii) a dense orbit.

In this manner the dynamics generated by the shift map γ displays sensitive de-

pendence on initial conditions on a closed invariant set and transitivity, therefore

it is chaotic. (See [38–44] for proofs of the theorems.)

Let X be a metric space, D be a compact subset of X, and f :D→X be a map

satisfying the assumption that there exist m mutually disjoint subsets D1, . . . ,Dm−1

and Dm of D, so that the restriction of f to each Di, f |Di, is continuous, for all

i= 1, . . . ,m−1.

Definition 2.3.1. [28] Let ξ be a compact subset of D, such that for every 1≤ i≤m,
ξi = ξ

⋂
Di is nonempty and compact. Then ξ is called a connection with respect to

D1, . . . ,Dm−1 and Dm. Let F be a family of connections with respect to D1, . . . ,Dm−1

and Dm, satisfying the property:

ξ ∈ F ⇒ f(ξi) ∈ F.

Then F is said to be an f -connected family with respect to D1, . . . ,Dm−1 and Dm.

Definition 2.3.2. [39] If there is a continuous and onto map

h :K→
∑
m

such that h◦f = γ ◦h, then f is said to be a semi-conjugate to γ.
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2.4 Chaos

Theorem 2.3.3. [39,41] If there is an f -connection family with respect toD1,D2, . . . ,Dm,

then there is a compact invariant set K ⊂D, such that f |K is semi-conjugate to an

m-shift map.

Theorem 2.3.4. [41] For two dynamical systems (X,f) and (Y,g), if (X,f) is semi-

conjugate to (Y,g), then the topology entropy of f is not less than that of g.

The topological entropy is a nonnegative real number. Then the system is

chaotic if its topological entropy is not zero. Furthermore, if g is an m-shift map,

then ent(f)≥ ent(g) = logm, that is, f is chaotic when m> 1.

2.4 Chaos

There is no universally agreed definition of chaos in the literature. Among

a few definitions given in mathematical terms are two slightly different but well

accepted ones, one given by Li and Yorke where formally begin the use of the name

chaos in the modern scientific and engineering literature [35], while the second is

perhaps better known. The second definition given by Devaney states that a map,

M : S → S, where S is generally a compact and invariant set under M in Rn, is

said to be chaotic if [35,45]:

• M is transitive on S, in the sense that for any pair of nonempty open set U

and V in S, there is an integer k > 0, such that Mk(U)∩V is nonempty;

• the periodic points of M are dense in S;

• M has a sensitive dependence on initial conditions, i.e., there is a real

number δ > 0 depending only on M and S, such that in every nonempty

open subset of S there are a pair of points whose eventually iterates under

M are separated by a distance of at least δ.

Some different characteristics about chaos have been analyzed and observed, for

instance, the extreme sensitive to initial conditions; a hallmark of chaos, in the
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2.4 Chaos

sense that two sets of similar initial conditions can give rise to two different asymp-

totic states of the system trajectory. Positive Lyapunov exponents that measure the

rate of divergence of nearby trajectories; in specific the positive Lyapunov expo-

nent is the time average logarithm growth rate of the maximal distance between

to nearby orbits, and is perhaps the most convenient one to verify in engineering

applications. Kolmogorov-Sinai entropy another hallmark, used the idea related

to the static entropy, which is a measure of the amount information that is needed

to determined the state of the systems to define a measure for the intensity of a

set of systems states, which gives the mean loss information on the state of a sys-

tem when it evolves with the time. This measure can also be used to characterize

strange attractors and chaos. The simple zero of the Melnikov theory function

provides a measure of the distance between a stable and unstable manifold. The

Melnikov theory gives that chaos is possible if these manifolds intersect, which

corresponds to that the Melnikov function has a simple zero, and can be used to

characterize chaos focuses on the saddle points of Poincaré maps of continuous

flows in the phase space. Among others, that are consider the hallmark of chaos.

In this chapter, it has been presented an elementary dynamical systems the-

ory. This theory gave the essential background to verify the chaotic behavior in

a nonlinear dynamical system, for instance, the Poincaré map, the Smale’s horse-

shoe, such theory provided an analysis to verify the chaotic behavior. moreover

the classification of two-dimensional equilibria.
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Figure 2.1: Classification of two dimensional equilibria: stabilities are determined

by their eigenvalues.
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Chapter 3

Dynamics of Fractional Order UDS

systems

In this section a fractional order unstable dissipative system with only two

equilibrium points is presented. Based on the integer version of an unstable

dissipative system and using the same system’s parameters.

3.1 Fractional order unstable dissipative system

A dynamical system is called unstable dissipative system (UDS) if the system

dynamical has a saddle-focus equilibrium which is responsible for stable and un-

stable manifolds and the sum of its eigenvalues is negative, and a dynamical

systems is called FOUDS when the Unstable Dissipative Systems is of Fractional

Order. As much as FOUDS and UDS are built with a switching law to obtain a

strange attractor. The strange attractor appears as a result of the unification of

several unstable one-spiral trajectories. Each of these trajectories lies around a

saddle hyperbolic equilibrium point [46].

Consider the fractional order affine linear system given by

Dαx = Ax +B (3.1)

where x = [x1, . . . ,xn]T ∈ Rn is the state vector, B = [B1, . . . ,Bn]T ∈ Rn stands for

a real vector, A = [aij ] ∈ Rn×n denotes a linear operator, α = [α1, . . . ,αn] taking
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3.1 Fractional order unstable dissipative system

into account 0 < αi < 1. Considering that A is not singular then the equilibrium

point is located at x∗ = −A−1B. The dynamics of the system is given by matrix

A due to define a vector field Ax. So, suppose that the matrix A has j negative

eigenvalues λ1, . . . ,λj and n− j positive eigenvalues λj+1, . . . ,λn. Let {v1, . . . ,vn}
be the corresponding set of eigenvectors. Then the stable and unstable subspaces

of the affine linear system (3.1), Es and Eu, are the linear subspaces spanned by

{v1, . . . ,vj} and {vj+1, . . . ,vn} respectively

Es = Span{v1, . . . ,vj},
Eu = Span{vj+1, . . . ,vn},

According to the above information and considering real and complex eigenvalues,

it is possible to define a FOUDS as follows:

Definition 3.1.1. The fractional order system (3.1) is said to be FOUDS if |arg(λi)|>
απ/2 and

∑n
i=1λi< 0, with i= 1, . . . ,n, and at least one λi is a positive real eigenvalue

or two λi are complex eigenvalues with positive real part Re{λi} > 0. None of them

is pure imaginary eigenvalue.

Definition 3.1.2. Let the system (3.1) be a FOUDS with ordered real and complex

eigenvalues set Λ = {λ1, . . . ,λn} and Re{λ1} ≤ . . .≤Re{λj}< 0<Re{λj+1} ≤ . . .≤
Re{λn}. Then, the system has a stable manifold Es ⊂ Rn and another unstable

Es ⊂Rn with 1≤ j ≤ n and

• All the initial condition x0 ∈ Eu leads to an unstable trajectory that goes to

infinity.

• All the initial condition x0 ∈ Es leads to a stable trajectory that settle down at

x∗ and the system does not generate oscillations.

• The basin of attraction B is Es ⊂ Rn

The switching system based on the affine linear system (3.1) as follows

Dαx = Ax +B(x) (3.2)
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3.1 Fractional order unstable dissipative system

B(x) =


B1, if x ∈ V1
...

...

Bk, if x ∈ Vk.

(3.3)

Where Rn = ∪ki=1Vi and ∩ki=1Vi = ∅, and α = [α1, . . . ,αk] taking into account

0< αi < 1. Therefore the equilibria of the system (3.2) is defined as x∗i =−A−1Bi

with i = 1, . . . ,k. The main idea is related to define vectors Bi, these vectors can

generate a class of dynamical systems in Rn with a behavior that converge into

a chaotic attractor, that is mean, the flow φt(x(0)) of the system (3.3) tends in

an attractor called Ξ by defining at least two vectors B1 and B2. Each domain,

Vi ⊂ Rn contains the equilibrium x∗i ,=−A−1Bi.

Remark According to the above discussion is possible define a multi-scroll

chaotic attractor based on FOUDS.

Definition 3.1.3. [47] A fractional order system given by (3.2) with equilibria x∗i ,

with i= 1, . . . ,k and k > 2. Then the fractional order system (3.2) generates a multi-

scroll chaotic attractor Ξ⊂Rn if each x∗i have oscillations around and the flow φt(x0)
.

A consequence of the previous discussion, it is possible to define two types of

FOUDS in R3, according to their corresponding equilibria.

Definition 3.1.4. [47] Consider the fractional order system (3.1) in R3 with eigen-

values λi, i= 1,2,3 such that
∑3
i=1λi < 0. and |arg(λi)|> απ/2. Then, the system is

said to be an FOUDS of type I if one of its eigenvalues is negative real and the other

two are complex conjugate with positive real part; and it is to be of type II if one of

its eigenvalues is positive real and the other two are complex conjugate with negative

real part.

In this thesis, only the commutation between FOUDS of type I is considered,

i.e., fractional order commensurate systems that consider three one dimensional

variable.

27



3.1 Fractional order unstable dissipative system

The following double scroll chaotic system by switching linear systems; based

on a fractional order jerk equation written in the form

Dαx= y,

Dαy = z,

Dαz =−ax− by− cz+B,

(3.4)

where α= [α,α,α] with all the elements inside the vector are equals moreover

α ∈ (0,1),a,b,c,B ∈ R, could be any arbitrary scalars that satisfy the Definition

3.1.4, thus the dynamics of the switched system of equation (3.3), where the

matrix A and the vector B can be represented as follows:

A =


0 1 0
0 0 1
−a −b −c

 ; B =


0
0
B

 . (3.5)

The characteristic polynomial of matrix A given by (3.5) gets the following

λ3 + cλ2 + bλ+a. (3.6)

For sake of simplicity the coefficient a is varying in R while that the other two

coefficients are fixed in b= 1, c= 1. So the coefficient should be guarantee that the

system will be an UDS I or UDS II, for instance the UDS I is given when for a > 1,

and the UDS II for a < 0. Likewise, the coefficient is setting in a = 1.5 to assure

the UDS I. In addition, the eigenvalues with these values are λ1 =−1.2041,λ2,3 =
0.1020± 1.1115i satisfying the Definition 3.1.4 for UDS I. The parameter B is the

switched control law defined as follows [46]:

B =

 B, if x≥ 0.35,
0, if x < 0.35.

(3.7)

The equilibrium points and its eigenvalues of the system in (3.2) using the

matrix A and vector B defined in (3.5) and the switching control law (3.7) are

given in Table 3.1. The system has only two equilibrium pointsO and E1 which are

saddle points of instability index two; therefore, there is a double-scroll attractor

given by the fractional order system .
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3.1 Fractional order unstable dissipative system

Table 3.1: Equilibrium points and corresponding eigenvalues.

Equilibrium point Eigenvalues

O(0,0,0) −1.2041,0.1020±1.1115i
E1(0.66,0,0) −1.2041,0.1020±1.1115i

3.1.1 Fractional order to generate chaotic behavior on FOUDS

In order to obtain chaotic behavior from FOUDS, the stability general theorem

1.4.1 given in section 1.4 must be satisfied. As a result, the system (3.4) displays

regular and stable behavior if it satisfies (1.34)

α <
2
π

min
i
|arg(λi)| ≈ 0.9417 (3.8)
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Figure 3.1: Bifurcation diagram of FOUDS system for the commensurate fractional

order α ∈ [0.91,1].
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Figure 3.2: Largest Lyapunov exponent of the proposed fractional system in (3.4)

for cases in Table 3.2 respectively. The horizontal axis represents fractional order

α with dimensionless, the vertical axis represents the magnitude of λmax.

Accordingly, the system does not show chaotic behavior for α < 0.9417. This

result is supported by bifurcation diagram and largest Lyapunov exponent (LLE).

The Fig. 3.1 shows the bifurcation diagram of the system (3.4) against the com-

mensurate fractional order α∈ [0.91,1]. The bifurcation diagram shows the Poincaré

section y(t) = 0 projected onto the x axes for varying values of α between 0.91 and

1. The Figure 3.2 shows the largest Lyapunov exponent λmax for the attractors

of FOUDS in Fig. 3.3 as a function of the fractional order α. The largest Lya-

punov exponent is computed from the numerical time series of the state-variable

x using TISEAN package software due to it has been appointed as a proved tool

to investigate the presence of chaos in several numerical and experimental sys-

tems [48]. As a result, FOUDS shows chaotic behavior because of it has an at-

tractor with a positive Lyapunov exponent at least. We observe this behavior in
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3.1 Fractional order unstable dissipative system

the approximate range of α ∈ [0.95,0.99] by considering the system’s parameters

a= 1.5, b= 1, c= 1,B = 1.5. Furthermore, as demonstrated in Fig. 3.3 a) where the

projection of the attractor onto the xy-plane for α = 0.94 is displayed, and shows

that the system does not display chaotic behavior. Hence, in order to show that

FOUDS can generate fractional chaotic behavior we consider α ≥ 0.95. Fig. 3.3

b) shows the projection of the chaotic attractor onto the xy-plane for α = 0.95.

Figs. 3.3 c) to f) show the projections of the attractors onto the xy-plane for

α = 0.96,0.97,0.98,0.99, respectively. This set of chaotic attractors has the same

number of equilibria as scrolls. By usign the same parameters as integer-order

case, we observe that FOUDS generates fractional chaos behavior with an effec-

tive minimum dimension as low as 2.85. Table 3.2 summarizes the results.

Table 3.2: Parameters for which FOUDS generates chaotic behavior.

Order α System’s parameters Behavior λmax Phase por-

trait

0.94 a = 1.5, b = 1, c = 1,

B = 1
Fixed point Fig. 3.3 a)

0.95 a = 1.5, b = 1, c = 1,
B = 1

Chaos 0.44 Fig. 3.3 b)

0.96 a = 1.5, b = 1, c = 1,
B = 1

Chaos 0.51 Fig. 3.3 c)

0.97 a = 1.5, b = 1, c = 1,
B = 1

Chaos 0.54 Fig. 3.3 d)

0.98 a = 1.5, b = 1, c = 1,
B = 1

Chaos 0.56 Fig. 3.3 e)

0.99 a = 1.5, b = 1, c = 1,
B = 1

Chaos 0.6 Fig. 3.3 f)

Table 3.2 shows that the magnitude of the largest Lyapunov exponent depends

on the fractional order α.
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Figure 3.3: Projections of the attractors onto the xy-plane for parameters given in

Table 3.2.
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3.2 Analysis of FOUDS with different values in the

parameters

As second case, other values for system’s parameters a,b,c, and function switch-

ing law are proposed in order to find chaos behavior with lower fractional orders.

By means of considering the strange attractor that appears as a result of the com-

bination of several unstable one-spiral trajectories around a saddle hyperbolic sta-

tionary point, the corresponding eigenvalues are scaled in a proper form to pre-

serve the chaotic regime and the asymptotic stability from (section 1.4). Notice

that the equilibrium points (Table 3.1) together with commutation plane are iden-

tical as integer-order case. It means a and B must be chosen in a convenient way

to preserve the relation B/a = 0.66, where the relation is related to equilibrium

point.

Chaotic attractors of FOUDS are observed for two different sets of parameters,

given in Table 3.3, as shown in Figs. 3.4 d) to f). Compared to previous case

chaos can be obtained with lower dimensions of 2.49, 2.46, and 2.4 respectively.

Similarly, the largest Lyapunov exponent of these attractors is plotted versus α in

Fig. 3.4 b). Again, the fractional system in (3.4) presents chaotic behavior in the

approximate interval of α ∈ [0.815,0.84] with a = 4.75, b = 0.9, c = 0.9,B = 3.16. In

addition, regular oscillations are found when the system’s parameters do not fulfill

the stability condition, as displayed in Figs. 3.4 a) to c).

3.3 Topological analysis of FOUDS

The Smale horseshoe or the topological horseshoe theory, provides a method to

study the chaotic characteristic in the nonlinear dynamical systems. The existence

of horseshoe in nonlinear dynamical systems is the most remarkable characteristic

of chaos.

A Smale horseshoe map is a sequence of basic topological operations consist of

stretching which gives sensitivity to initial conditions, and folding which gives the
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Figure 3.4: Projections of the attractors onto the xy-plane for parameters given in

Table 3.3.
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3.4 Horseshoe in the fractional order unstable dissipative system

Table 3.3: Parameters for which FOUDS generates regular oscillations and chaotic

behavior with low orders.
Order α System’s parameters Behavior λmax Phase por-

trait

0.7 a= 7.5, b= 0.2, c= 0.2, B = 5 Limit cycle Fig. 3.4 a)

0.74 a= 4.5, b= 0.3, c= 0.3, B = 3 Limit cycle Fig. 3.4 b)

0.77 a= 3, b= 0.5, c= 0.5, B = 3 Limit cycle Fig. 3.4 c)

0.8 a= 3.75, b= 0.7, c= 0.7, B = 2.5 Chaos 0.4 Fig. 3.4 d)

0.82 a= 4.75, b= 0.9, c= 0.9, B = 3.16 Chaos 0.53 Fig. 3.4 e)

0.83 a= 4.75, b= 0.9, c= 0.9, B = 3.16 Chaos 0.66 Fig. 3.4 f)

attraction. Since trajectories in phase space cannot cross, the repeated stretching

and folding operations result in an object of great topological complexity [49].

The theory concerns on a set Q (usually diffeomorphic to a rectangle) in a two-

dimensional manifold M and a diffeomorphism f : Q→M . By considering only

hypotheses on the first iterate of f on Q, Smale concludes that there is a compact

invariant set QI in Q which is homeomorphic to a shift on 2 symbols [50].

This section proves the existence of a topological horseshoe in a double-scroll

chaotic attractor, where first select a suitable Poincaré section, and then prove that

the corresponding Poincaré map is semi-conjugate to 2-shift map. This implies that

the chaotic attractor studied has large topological entropy.

3.4 Horseshoe in the fractional order unstable dissi-

pative system

In this subsection, prove the existence of the horseshoe in the fractional order

system in (3.4) based on the review of the section 2.3.

First, the plane Ω = {(x,y,z)∈R3 : x= 0}which is shown in Fig. 3.6 is proposed

considering the FOUDS in (3.4) with a = 4.75, b = 0.9, c = 0.9,B = 3.16. On this
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Figure 3.5: Largest Lyapunov exponent of the proposed fractional system in (3.4)

for cases in Table 3.3 respectively. The horizontal axis represents fractional order

α with dimensionless, the vertical axis represents the magnitude of λmax.

plane, we choose a Poincaré section with its four vertices being

A(0,0.45,0.48), B(0,0.53,0.538),

C(0,0.54,0.498), D(0,0.46,0.44).

The Poincaré map

P : |ABCD| → Ω,

is defined as follows. For each point x ∈ |ABCD|, P (x) is chosen to be the second

return intersection point with Ω under the flow of the system (3.4) with initial

condition x. Under this Poincaré map P , P (x) is very thin hook-like strip which is
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3.4 Horseshoe in the fractional order unstable dissipative system
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Figure 3.6: Chaotic attractor of the FOUDS with parameters a = 4.75, b = 0.9, c =
0.9,B = 3.16.

wholly across |ABCD| as shown in Fig. 3.7, where

A′ = P (A), B′ = P (B), C ′ = P (C), D′ = P (D),

are the images of points, respectively.

Theorem 3.4.1. The Poincaré map P corresponding to the Poincaré section |ABCD|
has the property that there is a closed invariant set Λ⊂ |ABCD|for which P |Λ is semi

conjugate to the 2-shift map, Hence,ent(P ) ≥ log2 > 0. This implies that attractor

generated by the proposed FOUDS in (3.4) with a = 4.75, b = 0.9, c = 0.9,B = 3.16,
has a positive topological entropy.

Proof. In order to prove the assertion, one must find two mutually disjointed sub-

sets of |ABCD|, such that a P -connected family with respect to them exists.
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3.4 Horseshoe in the fractional order unstable dissipative system
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Figure 3.7: Two mutually disjoint subsets |AEFD| and |GBCH| of the quadrangle

|ABCD|.

The subsets are denoted by Q1 and Q2 as shown in Fig. 3.7, the first subset Q1

with the quadrangle |ADEF |. Under the first return Poincaré map P , the subset

Q1 is mapped to |A′D′E′F ′|withAD mapped toA′D′ and EF mapped to E′F ′. We

can make the conclusion that the image P (Q1) lies wholly across the quadrangle

|ABCD| with respect to AD and BC as shown in the Fig. 3.8.

The second subset Q2, namely quadrangle |GBCH|, with GH and BC being its

bottom and top edges, respectively. Like Q1 the subset Q2 is mapped to |G′B′C ′H ′|
under the Poincaré map P with GH mapped to G′H ′ and BC mapped to B′C ′.

Thus, the image P (Q2) lies wholly across the quadrangle |ABCD| with respect to
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3.4 Horseshoe in the fractional order unstable dissipative system

AD and BC as shown in the Fig. 3.9.

Evidently, the subsets Q1 and Q2 are mutually disjointed. Therefore, it follows

that for every connection of |ABCD| respect Q1 and Q2, for instance, Q5, the im-

ages P (Q5 ∩Q1) and P (Q5 ∩Q2) also lie wholly across the quadrangle |ABCD|.
Thus the images of P (Q5∩Q1) and P (Q5∩Q2) are still connections respect to Q1

and Q2. According to Definition 2.3.1 and Theorem 2.3.3, there is a P -connected

family, so that the Poincaré map P is semi conjugate to the 2-shift map. Based on

Theorem 2.3.4, it is concluded that the entropy of P is not less than log2, which

implies that the attractors in Figs. 3.4 e) and f) have a positive entropy. The proof

is completed.

Similarly, we apply the same proof to demonstrate the topological horseshoe

when a = 3.75, b = 0.7, c = 0.7,B = 2.5, are selected as system’s parameters of

FOUDS in (3.4), the corresponding attractor is shown in Fig. 3.4 d). In this

plane, i.e., x= 0, we set a Poincaré section with its four vertexes being

Â(0,0.4,0.45), B̂(0,0.45,0.475),

Ĉ(0,0.5,0.45), D̂(0,0.45,0.4).

The Poincaré map

P̂ : |ÂB̂ĈD̂| → Ω̂,

is defined as follows. For each point x ∈ |ÂB̂ĈD̂|, P̂ (x) is chosen to be the first

return intersection point with Ω̂ under the flow of the system (3.4) with initial

condition x. Under this Poincaré map P̂ , P̂ (x) is a very thin hook-like strip which

is wholly across |ÂB̂ĈD̂| as shown in Fig. 3.10, where

Â′ = P̂ (Â), B̂′ = P̂ (B̂), Ĉ ′ = P̂ (Ĉ), D̂′ = P̂ (D̂),

are the images of points, respectively.
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Figure 3.8: The image |A′E′F ′D′| of the quadrangle |AEFD| under the map P .

Theorem 3.4.2. The Poincaré map P corresponding to the Poincaré section |ÂB̂ĈD̂|
has the property that there is a closed invariant set Λ̂ ⊂ |ÂB̂ĈD̂| for which P̂ |Λ̂
is semi conjugate to the 2-shift map, Hence, ent(P̂ ) ≥ log2 > 0. This implies that

attractor generated by system (3.4) with a = 3.75, b = 0.7, c = 0.7,B = 2.5, has a

positive topological entropy.

Proof. In order to demonstrate the Theorem 6, two mutually disjointed subsets

of |ÂB̂ĈD̂| must be found, such that a P̂ -connected family with respect to them

exists.

The subsets are denoted by Q3 and Q4 as shown in Fig. 3.10, the first subset

Q3 with the quadrangle |ÂD̂ÊF̂ |. Under the first return Poincaré map P̂ , the

subset Q3 is mapped to |Â′D̂′Ê′F̂ ′| with ÂD̂ mapped to Â′D̂′ and ÊF̂ mapped to

Ê′F̂ ′. Again, the conclusion is the image P̂ (Q3) lies wholly across the quadrangle

|ÂB̂ĈD̂| with respect to ÂD̂ and B̂Ĉ as shown in the Fig. 3.10.

The second subset Q4 shown in , namely quadrangle |ĜB̂ĈĤ|, with ĜĤ and

B̂Ĉ being its bottom and top edges, respectively. Like Q3 the subset Q4 is mapped
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3.4 Horseshoe in the fractional order unstable dissipative system
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Figure 3.9: The image |G′B′C ′H ′| of the quadrangle |GBCH| under the map P .

to |Ĝ′B̂′Ĉ ′Ĥ ′| under the Poincaré map P̂ with ĜĤ mapped to Ĝ′Ĥ ′ and B̂Ĉ

mapped to B̂′Ĉ ′. Thus, the image P̂ (Q4) lies wholly across the quadrangle |ÂB̂ĈD̂|
with respect to ÂD̂ and B̂Ĉ as shown in the Fig. 3.11.

Evidently, the subsets Q3 and Q4 are mutually disjointed. Therefore, it follows

that for every connection of |ÂB̂ĈD̂| respect Q3 and Q4, for instance, Q6, the

images P̂ (Q6∩Q3) and P̂ (Q6∩Q4) also lie wholly across the quadrangle |ÂB̂ĈD̂|.
Thus the images of P̂ (Q6∩Q3) and P̂ (Q6∩Q4) are still connections respect to Q3

and Q4.

According to Definition 2.3.1 and Theorem 2.3.3, there is a P̂ -connected fam-

ily, so that the Poincaré map P̂ is semi conjugate to the 2-shift map. Based on

Theorem 2.3.4, it is concluded that the entropy of P̂ is not less than log2, which

implies that the attractor in Fig. 3.4 d) has a positive entropy. The proof is com-

pleted.

41



3.4 Horseshoe in the fractional order unstable dissipative system

A

B

C

D

E

F

A'

D'

E'

F'

Q
3

Q
4

^

^

^

^

^

^

^

^

^

^

Figure 3.10: The image |Â′Ê′F̂ ′D̂′| of the quadrangle |ÂÊF̂ D̂| under the map P̂ .
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Figure 3.11: The image |Ĝ′B̂′Ĉ ′Ĥ ′| of the quadrangle |ĜB̂ĈĤ| under the map P̂ .
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3.4 Horseshoe in the fractional order unstable dissipative system

All these facts prove that the attractors of FOUDS with fractional orders 0.83,

0.82 and 0.8 are chaotic.

This section has studied the dynamics of a novel fractional order unstable dissi-

pative system and has presented a computer-assisted proof for existence of horse-

shoe for Poincaré map derived from this system by virtue of topological horseshoe

theory. The first return Poincaré map defined for the system is proved to be semi-

conjugate to 2-shift map, and thus the system has a entropy no less than log 2,

which obviously implies the system has chaotic dynamics.
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Chapter 4

Electronic design of fractional order

chaotic systems

From the mathematical model of a fractional order nonlinear system,

the design of an electronic circuit, which is equivalent to the mathematical

model, in the sense that it follows to the same set of equations is introduced.

This section describes the design and simulation of an analog electronic cir-

cuit that realizes the fractional order unstable dissipative system with low

orders i.e., the section gives the basic blocks needed for the realization of an

electronic circuit equivalent to a fractional order nonlinear system. Where

a synthesis approach to design the nonlinear function by using saturated

functions, a rational approximation of fractional order operator is achieved,

the rational approximation obtained is synthesized as an electronic ladder

network called fractance device, which exhibits fractional order impedance

properties.

4.1 Design of fractional order operators

In the literature about fractional order systems two approximating methods,

time domain and frequency domain, have been implemented to compute the re-

sponse of a fractional order systems numerically. The time domain methods are
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4.1 Design of fractional order operators

based on the discretization of fractional-order differential equations. One of the

best methods in this brach is an improved version of Adams-Bashforth-Moulton

algorithm and is proposed based on the predictor-corrector scheme presented in

above sections [32]. The frequency domain methods are based on fractional oper-

ator approximation. The frequency domain methods have been used to simulate

the behavior of the chaotic fractional order systems [51–53]. Fractional order ele-

ments generally exhibit a constant phase curve, for that reason are also known as

constant phase elements. In practice, a fractional order element can be approxi-

mated as a higher integer order system which maintains a constant phase within a

chosen frequency band. To compute a solution of a fractional order system consid-

ering rational approximations of the fractional operators, first the fractional order

equations of the system is considered in the frequency domain, and then Laplace

transform of the fractional integral operator is replaced by its integer order ap-

proximation.

The fractional order elements can be rationalized by several iterative tech-

niques namely, Charef’s method [51], Carlson’s method [52], Oustaloup’s method

[53], and among others. But one of the most common method to find rational

approximation of the fractional operators is Charef method, due to the robustness

gives an excelente relation between complexity and accuracy in the approxima-

tion. It is important to highlight the engagement between the error and complex-

ity. The main idea is to find zeros and poles of a transfer function that has similar

amplitude diagram as 1/sα in a given frequency range. The fractional operator

1/sα has a Bode amplitude diagram characterized by a slope of −20α dB/decade.
Therefore in this method, the −20α dB/decade line is approximated by a number

of zigzag straight lines connected together with individuals slopes of 0 dB/decade
and −20 dB/decade. According to this method, we can obtain a linear approxi-

mation of the fractional-order integrator with any desired accuracy over any fre-

quency band. The order of this linear approximation system depends on the de-

sired bandwidth and accuracy [54].
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4.1 Design of fractional order operators

4.1.1 Fractional order integrator by Charef method

Fractional systems can be considered as a generalization of integer order sys-

tems. The most common instance of a fractional system transfer function is repre-

sented in the frequency domain by the following irrational transfer function

H(s) = 1
sα

α ∈ R+ (4.1)

which is called a fractional integrator and can be found in many physical phenom-

ena, where s = jω is the complex frequency and α is a positive real number such

that 0 < α < 1. The fractional integrator may be approached by considering the

basic formulation of Charef’s approximation method, which is detailed in [51].

A system can be modeled in the frequency domain by the transfer function of

a single fractional power pole as follows

H(s) = 1
(1 + s/pT )α (4.2)

where pT is the pole of the fractional order system and α is the fractional order of

the system.

As shown in the Fig. 4.1, the slope with −20α dB/dec is estimated by a num-

ber of zigzag straight lines connected with individual slopes of 0 dB/dec and

−20 dB/dec. The equation (4.2) can be rationalized by the following recursive

formula

H(s) =
∏N−1
i=0

(
1 + s

zi

)
∏N
i=0

(
1 + s

pi

) , (4.3)

if a frequency range ωmax, a corner frequency pT and the error y given in dB

between the actual and approximate line are specified. Moreover, the zeros and

poles can be recursively calculated as

zN−1 = pN−110[y/10(1−α)] (4.4)

pN = zN−110[y/10α].

The first approximation of the pole and zero is given by

p0 = pT 10[y/20α] (4.5)

z0 = p010[y/10(1−α)]
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4.1 Design of fractional order operators

Figure 4.1: Bode plot with slope of −20m dB/dec and its approximation with

zigzag lines with individual slopes of 0 dB/dec and −20 dB/dec

The next step is to determine the value of N so that a specified accuracy of the

approximated rational transfer function at the corner frequency can be obtained.

The frequency corner pT is determined in −3α dB, p0 is determined by the speci-

fied error, and pN is determined by N, and a,b are given by

a= 10[y/10(1−α)] = zN−1
pN−1

(4.6)

b= 10[y/10α] = pN
zN−1

where the location ratio of a zero to a previous pole is equal to the ratio of a pole

to a previous zero, respectively, and it is equal to

ab= 10y/10α(1−m) = zN−1
zN−2

= pN
pN −1 . (4.7)

Now, N is determined by the following expression

N = Integer

 log
(
ωmax
p0

)
log(ab)

+ 1. (4.8)
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4.1 Design of fractional order operators

4.1.2 Carlson’s method

Fractional order elements or transfer functions can be recursively approxi-

mated considering the formulation known as Carlson’s method [52], the idea is

consider the newton process for approximate (1/s)1/n, for any integer n > 1. The

approximation is based on the algebraic expression f(x) = xn−a = 0. The result-

ing approximation in real variables has the unique property of preserving upper

ad lower approximation to the nth root of the real number a.

If G(s) be a rational transfer function and H(s) be a fractional order transfer

function such thatH(s) = [G(s)]q where q=m/p is a fractional order of the transfer

function, then H(s) can be approximated as

Hi(s) =Hi−1(s)(p−m)[Hi−1(s)]2 + (p+m)G(s)
(p+m)[Hi−1(s)]2 + (p−m)G(s) (4.9)

with an initial of H0(s) = 1.

The recursive formula (4.9) can be written as

Hi(s) =Hi−1(s)G(s) +α[Hi−1(s)]2
αG(s) + [Hi−1(s)]2 (4.10)

where

α = p−m
p+m

=
1−

(
m
p

)
1 +

(
m
p

)
 and q = 1−α

1 +α
. (4.11)

Therefore, for the simple case i.e., H(s) = sq, it will represent a differentiator

for q > 0 consequently α < 1. Also, it will act like an integrator for q < 0 implying

α > 1.

4.1.3 Oustaloup’s method

Oustaloup’s recursive filter gives a fitting to the fractional order elements sγ

within chosen frequency band [53]. Let us assume that the expected fitting range

is (ωb,ωh). The filter can be written as

Gf (s) = sγ =K
N∏

k=−N

s+ω′k
s+ωk

(4.12)
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4.2 Transfer function approximations

where the poles, zeros, and gain of the filter can be evaluated as

ωk = ωb

(
ωh
ωb

)k+N+ 1
2 (1+γ)

2N+1
, ω′k = ωb

(
ωh
ωb

)k+N+ 1
2 (1−γ)

2N+1
, K = ωγh (4.13)

where N is order is the order of the finite transfer function approximation.

The approximation obtained by Charef Method shows that the overall process

consists of a combination described by a single structure of pole-zero pair, this

gives the fractional order factor in the log-log plot of the transfer function overall

process.

4.2 Transfer function approximations

Employing the method given in section 4.1.1, where the purpose is approxi-

mate the system behavior in frequency domain. This is done for a given 0< α< 1,

i.e., by establish an approximation with bode magnitude response over the fre-

quency band. The approximation is created by choosing an initial breaking point,

an error in dB, and the number of poles in the approximation. The high frequency

limit of the bandwidth can be varied by changing the allowable error and num-

ber of poles. Thus an approximation of any desired accuracy over any frequency

band can be achieved. Table 4.1, gives the resulting approximations for transfer

functions H(s) = 1
sα for different fractional orders, in increments of 0.1, assuming

ωmax = 103 rad/s and pT = 1. The maximum error ‘y’, considered in the computa-

tion an discrepancy error of 2 dB. According to this approach, is possible to obtain

a linear approximation of the fractional order integrator with any accuracy and

any frequency band. The order of this linear approximation system depends on

the desired bandwidth and accuracy.

4.3 Fractance device

Until now we have understanding the capacitor with respect to considering

the permittivity of the dielectric material. However, another possibility is to treat
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4.3 Fractance device

Table 4.1: Integer order transfer functions approximations to fractional operators,

with maximum discrepancy error 2 dB, and bandwidth of the system of ωmax103

rad/s.

H(s)
1
s0.1 ≈ 1000(s+ 16.6810)

(s+ 10)(s+ 1.6681e3)
1
s0.2 ≈ 3162(s+ 5.6234)(s+ 100)(s+ 1.7782e3)

(s+ 3.1622)(s+ 56.2341)(s+ 1e3)(s+ 1.7782e4)
1
s0.3 ≈ 1000(s+ 4.1595)(s+ 37.2759)(s+ 3.3404e2)(s+ 2.9935e3)

(s+ 2.1544)(s+ 19.3069)(s+ 1.7301e2)(s+ 1.5505e3)(s+ 1.3894e4)
1
s0.4 ≈ 177.82(s+ 3.8312)(s+ 26.1016)(s+ 177.8279)(s+ 1.2115e3)

(s+ 1.7783)(s+ 12.1153)(s+ 82.5404)(s+ 562.3413)(s+ 3.8311e3)
1
s0.5 ≈ 158.4893(s+ 3.9811)(s+ 25.1189)(s+ 158.4893)(s+ 1000)(s+ 6.3095e3)

(s+ 1.5849)(s+ 10)(s+ 63.0957)(s+ 398.1072)(s+ 2.5119e3)(s+ 1.5849e4)
1
s0.6 ≈ 31.6228(s+ 4.6416)(s+ 31.6228)(s+ 215.4435)(s+ 1.4678e3)

(s+ 1.4678)(s+ 10)(s+ 68.1292)(s+ 464.1589)(s+ 3.1623e3)
1
s0.7 ≈ 19.3070(s+ 6.4495)(s+ 57.7969)(s+ 517.9475)(s+ 4.6416e3)

(s+ 1.3895)(s+ 12.4520)(s+ 111.5884)(s+ 1000)(s+ 8.9615e3)
1
s0.8 ≈ 13.3352(s+ 13.335)(s+ 237.137)(s+ 4.217e3)(s+ 7.4989e4)

(s+ 1.3335)(s+ 23.7137)(s+ 421.6965)(s+ 7.4989e3)(s+ 1.3335e5)
1
s0.9 ≈ 3.5938(s+ 129.1550)(s+ 2.1544e4)

(s+ 1.2915)(s+ 215.4435)(s+ 3.5938e4)

the device as an integrated system consisting of the dielectric and terminals, and

further to only consider the relation between the current through and voltage

drop cross entire system. This idea leads to consideration of Curie Law. The Curie

suppose that the voltaje v(t) = V u(t) is applied to a capacitor possessing no initial

stored charged. That is, there is no energy stored in the before applying the DC
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4.3 Fractance device

voltage V . The current through the device will have the general form

i(t) = V

htα
for t > 0, and 0< α < 1, (4.14)

where h is a constant related to the capacitance and the kind of dielectric, and α

is a constant related to the loss of capacitance. This is a power law dependence

of terminal current upon the input voltage. The Laplace transform of the input

voltage is

v(s) = V

s
, (4.15)

and the Laplace transform of i(t) is

i(s) = Γ(1−α)
hs1−α V, (4.16)

where Γ(·) is the well known gamma function. Commonly, the impedance of a two

terminal linear time invariant (LTI) circuit element is defined as

Z(s) = v(s)
i(s) , (4.17)

The admittance is Y (s) = 1/Z(s). From the Curie law device of (4.16) and (4.17)

the next expression is obtained

Z(s) = h

Γ(1−n)
1
sα
, (4.18)

of course, the ideal capacitor has impedance

Z(s) = 1
sC

. (4.19)

The equation (4.18) is considered the fractional impedance, or fractance for

short, is an electrical element which exhibits fractional order impedance proper-

ties. The impedance of the fractance device in the complex frequency domain is

given by

Z(s) = asα⇒ Z(jω) = aωαej(πα/2) (4.20)

where ω is the angular frequency, and α, for the special case of α = 1 this ele-

ment represents and inductor, for α =−1 it represents a capacitor while for α = 0
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4.4 Analog realization of fractional order circuits

represents a resistance. In the range −2< α < 0 this element generally be consid-

ered to represent a fractional order capacitor. In the range 0 < α < 2 this element

be considered to represent a fractional order inductor. At α = −2, represents the

frequency-dependent-negative-resistor [55].

A physical fractance device is not yet available in the form of a single commer-

cial device. The fractance device can be emulated via higher order passive RC or

RLC trees, chains or even a net grid type networks.

The fractance has many interesting properties. The phase angle is constant

independent of the frequency, its magnitude versus frequency is nonlinear which

can increase or decrease the effect of frequency for α > 1 and α < 1, that means

it depends only on the value of fractional order α. The fractance is called as

constant phase angle device of fractor. Moreover the extra parameter α added to

the circuit design can be used further optimization, or design control. Furthermore

by making the use of an operational amplifier, a fractional order differentiation

and integration can be achieve.

The important point in the realization of fractance device is find the rational

approximation of the fractional order operator. That is means, the design of frac-

tance with order α can be done considering the rational approximations, then the

values of the electrical elements, which are necessary for building a fractance are

determined from the transfer functions obtained from the Charef approach.

4.4 Analog realization of fractional order circuits

In this section, the design electronic of a fractional order operator is synthe-

sized for the fractance device, it has been presented in Fig 4.2, there are some

different model as mentioned previously, some of the most commonly used are

chain model and tree [16].

According to the circuit theory in the Laplace domain, the circuit between n1
and n2 nodes in Fig 4.2, can be used to realize the approximations of 1

sα with

0 < α < 1 in steps of 0.1 as shown in table 4.3 these transfer functions that ap-

proximate different fractional operators were computed considering the Charef
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4.4 Analog realization of fractional order circuits

R2

R1C1

C2

Rn

Cn

n1

n2

Figure 4.2: The circuit model of 1
sα .

approach [51]. Now, according to the chapter 3 the system (3.4) does not show

chaotic behavior for α < 0.9417. However, in order to continue with the analyses

and electronic implementation related to FOUDS, the fractional order α = 0.95 is

selected. In this case, to obtain a more accuracy approximation, hence, is selected

the approximation error method given in [51] to be a 1dB. The approximation of
1

s0.95 with error of approximately is of 1dB and bandwith of 0.1rad/s to 1000rad/s

is given by
1

s0.95 ≈
1.16s2 + 16.82s+ 1.884

s3 + 18.4738s2 + 2.6574s+ 0.002976 . (4.21)

In Fig 4.3, is displayed the Bode plot of the 1/s and the approximate transfer func-

tion. The bandwidth was considered in that sense to follow the operation regions

where the operational amplifiers have a good behavior. As shown in the Fig. 4.3

the frequency response of the approximation function 1
s0.95 is almost superposed

with the frequency response of 1
s .

The corresponding circuit unit of (4.21) is displayed in Fig. 4.4 [56].

Using the circuit theory in the Laplace domain, is possible obtain the transfer

function H(s) between n1 and n2 in Fig. 4.4 as following

H(s)=R1||
1
sC1
||
(
R2 + 1

sC2

)
||
(
R3 + 1

sC3

)
(4.22)

=
1
C0

C0
C1

(
s+ 1

R2C2

)(
s+ 1

R3C3

)
s3 + (R1C1+R2C2+R1C2)R3C3+R1R2C2(C1+C3)

R1R2R3C1C2C3
s2 + R1C1+R2C2+R1C2+R1C3+R3C3

R1R2R3C1C2C3
s+ 1

R1R2R3C1C2C3

,

where C0 is the unit parameter. Letting C0 = 100µF and F (s) =H(s)C0 = 1
s0.95 and

comparing the equation (4.22) with equation (4.21) we can obtain the values of

capacitances and resistances in Fig. 4.4 as follows: C1 = 86.20µF , C2 = 29.85µF ,
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4.5 Synthesis of a nonlinear function
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Figure 4.3: Bode plot of the approximate and the function of order α = 1.

C3 = 23.56µF , R1 = 6.28MΩ, R2 = .2966MΩ, and R3 = 2.945KΩ. Furthermore, in

a similar sense, is possible to obtain the corresponding values of capacitances and

resistances of the fractance device to realize 1/sα in Fig. 4.4.

To go on with the circuit design to realize the fractional order unstable dis-

sipative system with α = 0.95, is important to keep in mind that the design of a

nonlinear function is an important part to generate chaotic attractors.

4.5 Synthesis of a nonlinear function

It is well known that a saturated circuit is one of the basic (piecewise linear)

PWL circuits. The PWL model for nonlinear circuits is the operational amplifier

(OPAMP). OPAMPs are electronic devices important for a wide range of applica-

tions. The PWL models that considering OPAMPs can be well characterized by
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4.5 Synthesis of a nonlinear function
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C1

C2 C3
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Figure 4.4: The circuit model of 1
s0.95 .

saturated circuits. They are characterized by two differential inputs V+ and V−
and one output Vout. The transfer function characteristic of the opamp from input

to output is PWL model and can be expressed as follows

Vout = f(v) =


−Esat if v ≤−EsatAv

±E,

Av if −EsatA ±E < v < Esat
A ±E,

Esat if v ≥ Esat
A ±E.

(4.23)

Furthermore, saturated function working in voltage mode, where Esat is the volt-

age value at which the output of the opamp saturates, moreover, depends on the

internal circuitry design of the device and on the voltage supply applied. The re-

gion in which Vout = Av is defined as the linear region, moreover E is the shifted

voltage. Finally v = V−−V+ is the voltage between the two terminals V− and V+.

In the ideal case the operational amplifier can be characterized as follows:

• Infinite open loop gain and bandwidth

• Infinite common mode rejection ratio (CMRR)

• Infinite differential and common mode input resistance

• No noise and no feedback from the output to the input

• Negligible offset voltage and input current

• Zero output resistance
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4.5 Synthesis of a nonlinear function

Real opamps posses finite values for these characteristics.

Based on the voltage saturated function, one can define the current saturated

function as shown in [57] considering the Ohm law, the expression is given as

f(i) = f(v)
R

(4.24)

After of this consideration, one can realize the transformation between voltages

saturated functions to current saturated functions. However, it is possible to get

the saturated functions, which depend now on the opamp model [57].

Vout = A

2

(∣∣∣∣V i+ Esat
A
±E

∣∣∣∣− ∣∣∣∣V i− EsatA
±E

∣∣∣∣) (4.25)

Henceforth, the parameters of the nonlinear function that is considered to gen-

erate the chaotic attractor defined in (3.4) are determined by (4.25) as shown

in [57]. Where k =Esat is the saturated plateau, sl= V sat/θ and θ=Esat/A is the

breaking point. The inverting configuration of the operational amplifier shown in

Fig. 4.5a) is used to do the synthesis current saturated function of (4.25), more-

over, the addition of a resistance Ria in the out of the configuration is considered

to enhance the voltage-to-current. The equations to design the nonlinear function

are expressed as follows

k =RIsat, Isat = Vsat
Ria

, θ = Ri|Vsat|
Rf

, s= k

θ
, h= E(

1 + Ri
Rf

) (4.26)

By selecting Vsat =±8V , R = 10KΩ, Ri = 1KΩ, Rf = 1MΩ and Ria = 64KΩ and

E = 350mV in Fig. 4.6 the nonlinear function belongs to voltage and current are

presented related to inverting configuration in Fig. 4.5. But a nonlinear function

without the negative part is required to the design of fractional order unstable

dissipative systems as shown in the equation (3.7). So a half wave rectifier is

considered to do this operation, A simple method to do that is relating to add a

pair of diode into the inverting configuration of the operational amplifier, as is

displayed in the Fig. 4.7. In the output of this configuration is possible observe,

that the current saturated function effectively has shifted in the current level, the

Fig. 4.5b) presents the output related to voltage Vin against current Io.
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4.6 Opamp-based fractional order unstable dissipative system
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Figure 4.5: The inverting configuration of the operational amplifier to generate

the nonlinear function.

4.6 Opamp-based fractional order unstable dissipa-

tive system

Now in this part of the design, considering the operational amplifiers, the frac-

tance, the saturated current nonlinear function, resistors, and capacitors. The

equivalent electronic circuit of (3.4) is designed, and then simulated with HSPICE

(a circuit simulator) to verify that the behavior of the state variables are consistent

with the numerical simulations analyzed before.

Starting from the circuit part associated to the first equation

Dαx= y, (4.27)

when α= 0.95, the implementation of this equation needs one fractance integrator

block to do the fractional order operator and an inverting configuration of the

operational amplifier. Starting from this equation, it is possible to obtain the circuit

scheme of Fig. 4.8. The synthesis obeys the equation

Dαx= y

Rg1C0
, (4.28)

In the similar way, it is possible to obtain the other two state variables remaining.

The scheme circuit related to second equation is reported in Fig. 4.9 and the
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4.6 Opamp-based fractional order unstable dissipative system
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Figure 4.6: The inverting configuration of the operational amplifier to generate

the nonlinear function.
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Figure 4.7: The inverting configuration of the operational amplifier to generate

the nonlinear function considering a half wave rectifier.

associated equation as the following

Dαy = y

Rg2C0
(4.29)

Finally, the third equation is considered, in this equation one new type of term

appear, and nonlinear function g(x). To implement the term is realized through

the saturated current nonlinear function as shown in Fig. 4.7, the third circuit

equation is the following

Dαz =− x

RxC0
− y

RxC0
− z

RxC0
+ i(x)R
RC0

(4.30)
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Figure 4.8: Scheme of the circuit related to the first fractional order unstable

dissipative system. Parameters are: C1 = 86.20µF , C2 = 29.85µF , C3 = 23.56µF ,

R1 = 6.28MΩ, R2 = 0.2966MΩ, and R3 = 2.945KΩ, Rg1 =R = 10KΩ.
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Figure 4.9: Scheme of the circuit related to the second fractional order unstable

dissipative system. Parameters are: C1 = 86.20µF , C2 = 29.85µF , C3 = 23.56µF ,

R1 = 6.28MΩ, R2 = 0.2966MΩ, and R3 = 2.945KΩ, Rg2 =R = 10KΩ.

From this equation, it is possible to obtain the circuit scheme of Fig. 4.10 and the

parameters are determined by selecting a C0 = 100µF

C0 = 1
R
, Rg1 =Rg2 =Ry =Rz = 1

C0
, Rx = 1

1.5C0
(4.31)

The whole circuit is obtained by assembling the three parts of Figs. 4.8, 4.9,

4.10, so that the electronic circuit equivalent to the fractional order unstable dissi-

pative system is the circuit shown in Fig. 4.11 Once designed the fractional order

unstable dissipative system to order α = 0.95 it is checked through a circuit sim-

ulation tool HSPICE, to verify that the trends of state variables are in agreement

with the theoretical analysis. By comparing the chaotic attractor in Fig. 4.12 with
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Figure 4.10: Scheme of the circuit related to the third fractional order unstable dis-

sipative system. Parameters are: C1 = 86.20µF , C2 = 29.85µF , C3 = 23.56µF , R1 =
6.28MΩ, R2 = 0.2966MΩ, R3 = 2.945KΩ, Ry = Rz = R = 10KΩ, Rx = 7.78KΩ,

Rs1 = 1KΩ, Rs2 = 1MΩ, and Rs3 = 68KΩ, D1=D2=1n4001 and TL081 opamps.

the Fig. 3.3b). It can be concluded that the circuit simulations are consistent with

the numerical simulations.
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Figure 4.11: Scheme of the electronic circuit equivalent to the fractional order

unstable dissipative system.
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Figure 4.12: Circuit simulation of the chaotic attractor with fractional order α =

0.95.
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Figure 4.13: Circuit simulation of the chaotic attractor with fractional order α =

0.8.
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4.6 Opamp-based fractional order unstable dissipative system

4.6.1 Opamp synthesis of lowest fractional order unstable dis-

sipative system

Similarly, considering the system (3.4) with an order α = 0.8, is now synthe-

sized with opamps. Such system generates a chaotic attractor as shown in Fig.

3.4d). The difference with the design presented previously is the order of frac-

tional order dynamical system and the values of its parameters. To build the ana-

log circuit in first instance is necessarily consider a fractance that approximate the

frequency response related to 1
s0.8 . Selecting the integer order transfer function

approximations to fractional operator of 1
s0.8 from the table 4.1. Using the circuit

theory in the Laplace domain, it is possible to obtain the transfer function H(s)
between n1 and n2 in Fig. 4.2 as following.

H(s)=R1||
1
sC1
||
(
R2 + 1

sC2

)
||
(
R3 + 1

sC3

)
||
(
R4 + 1

sC4

)
||
(
R5 + 1

sC5

)
(4.32)

where C0 is the unit parameter. Letting C0 = 100µF and F (s) =H(s)C0 = 1
s0.95 and

comparing the equation (4.22) with equation (4.21) we can obtain the values of

capacitances and resistances in Fig. 4.4 as follows: C1 = 0.1884µF , C2 = 0.7619µF ,

C3 = 0.6048µF , C4 = 0.2545µF , C3 = 0.1396µF R1 = 39.80MΩ, R2 = 9.839MΩ, and

R3 = 0.9390MΩ, R4 = 0.09319MΩ, and R5 = 9.555KΩ. By changing the fractance

obtained by the blue dotted box in the Fig. 4.12. The updated parameters are

Rx = 2.9KΩ, Ry = Rz = 13.8KΩ, Rs3 = 25.37KΩ. In the Fig 4.13 displays the

result of the circuit simulation done in HSPICE, to generate the chaotic attractor

with two scrolls an lowest order.

In this chapter, the design of a fractional order unstable dissipative system with

two different orders was presented, such as α = 0.95 and α = 0.8. Furthermore,

based on frequency domain approximation a fractance device was considered to

realize the fractional order operator, moreover, the nonlinear function was mod-

eled by PWL approximation. It was shown that voltage saturated function can be

synthesized with opamps and diodes by controlling the breakpoint and the vertical

voltage shift.
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Chapter 5

Conclusion

In this thesis, a fractional order unstable dissipative system has been intro-

duced and analyzed, further, an electronic design of the system was developed.

This chaotic system has abundant and complex dynamical behaviors. Dynamical

behaviors of the system are analyzed, both theoretically and numerically, including

some basic dynamical properties, as largest Lyapunov exponent, and so on.

First, the fundamentals definitions were presented about fractional calculus,

furthermore, the state space representation of fractional order dynamical systems,

a fundamental step to achieve the objective, moreover, the algorithm to compute

the numerical solution of differential equations of fractional order, taking into

account initial conditions was presented. The highlight of this algorithm is due

to the fact that with the use of traditional integration methods it is impossible to

obtain a solution, due these was done thinking in systems with integer order.

It was found that chaos exists in the fractional order three-dimensional sys-

tem with its order as low as 2.4. By modifying the eigenvalues of the fractional

system but preserving the same equilibrium points as interger-order case. The re-

sults have been validated by the existence of one positive Lyapunov exponent, and

the topological horseshoe was found in order to confirm that the entropy of P is

not less than log 2. This proof guarantee that the proposed fractional order un-

stable dissipative system (FOUDS) can be generate chaotic behavior. In this way,

the computer-assisted verification of chaos has been given by virtue of topological

horseshoe theory, which is much more constructive and convincing than the usual

method by calculating Lyapunov exponents. Such method is promising in rigorous
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studies of chaos in the future, and can be used in estimating the topological en-

tropy, proving the existence of chaos, showing the structure of chaotic attractors,

revealing the mechanism inside of chaotic phenomena.

Furthermore, In order to investigate chaotic characteristics of fractional order

unstable dissipative system, an analog circuit has been designed. Based on frac-

tional frequency domain approximation and using integration circuit for the frac-

tional order α = 0.95 and α = 0.8. Additionally, the synthesis of the block related

to nonlinear function was built considering a half wave rectifier, the synthesis was

realized taking into account a saturated function in current mode related to the

state variable x. The results between numerical simulations and circuit simula-

tions are in good agreement with each other, thus proving that chaos exists indeed

in the proposed fractional order unstable dissipative system.

All these research results show that dynamics of the fractional order system

are complex, which may provide a fractional system model for chaotic application,

moreover the nonlinear electronic circuits is today of outstanding importance in

the perspective of performing relevant topic, looking at analog circuit design as a

fascinating scientific path.

Future work

The work reported opens the door to many interesting and novel directions

of research. Building on the top of the results, more features can be added to

increase the chaotic behavior of the fractional order system. So, some of the worth

mentioning extensions are outlined as follows:

• Enriching the dynamics of the proposed system, including more switching

functions to generate two-directional and three-directional multiscroll frac-

tional order chaotic systems.

• Propose a scheme of synchronization to fractional order unstable dissipative

system.

• The design of fractional order unstable dissipative system, was proposed
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considering analog electronic components, so a digital implementation of

this systems considering embedded systems is a next step due to their appli-

cations in modern digital systems.

• Consider the Adomian decomposition method, which provides series solu-

tions that converge rapidly. It is free from rounding off errors. To a new

representation of fractional order unstable dissipative system.
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Appendix A

In this appendix, the results of this thesis are reported in the following articles,

these have been presented in international conferences and published in journals

belong to the journal citation report (JCR).

E. Zambrano-Serrano, J.M. Muñoz-Pacheco and E. Campos-Cantón. Chaos

generation in fractional-order switched systems and its digital implementation,

AEÜ - International Journal of Electronics and Communications accepted may 2017.

E. Zambrano-Serrano, J.M. Muñoz-Pacheco and E. Campos-Cantón. Circuit

synthesis of an incommensurate fractional order multi-scroll PWL chaotic system.

6th International Conference on Modern Circuits and Systems Technologies (MO-

CAST). May. 2017.

E. Zambrano-Serrano, E. Campos-Cantón and J.M. Muñoz-Pacheco. Strange

attractors generated by a fractional order switching system and its topological

horseshoe. Nonlinear Dynamics. 83(3): 1629-1641, Oct. 2015.

E. Zambrano-Serrano, J.M. Muñoz-Pacheco and E. Campos-Cantón. Opamp-

based synthesis of a fractional order switched system. 5th International Conference

on Modern Circuits and Systems Technologies (MOCAST). May. 2016.

E. Zambrano-Serrano. Chaotic oscillator derived from a fractional order dy-

namic system. 2015 Workshop on chaotic and nonlinear dynamics in circuits and
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Systems. Dec. 2016
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Appendix B

In this appendix the pseudocode related to algorithm predictor-corrector from

the Chapter 1 is presented.

Input Variables

f the real-valued function that defines the right-hand side of the fractional dif-

ferential equation

α order of the differential equation (a positive number between 0 and 1)

y0 an array of real numbers that contains the initial conditions

T the upper bound of the interval where the solution is to be approximated

T0 The lower bound of the interval where the solution is to be approximated

h the time step integration

Output Variables

y an array of m×N + 1 real numbers that contains the approximate solutions

t an array of N + 1 real numbers that contains the time solution from T0 until T

with increase of h

Internal Variables
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m the number of initial conditions

N the number of time steps that the algorithm is to consider

i, j variables used as indices

a,b arrays of m×N + 1 real numbers that contain the values of the corrector and

predictor, respectively

p the predicted value

Body of the Method

N = floor((T −T0)/h)
m= length(y0)
y = zeros(m,N)
for j = 1 to N

b[1, j]=jα− (j−1)α

a[1, j]=(j+ 1)α+1−2jα+1 + (j−1)α+1

end

y(:,1) = y0

for i= 1 to N

p= y(:, i) + hα

Γ(α+1)
∑j
i=1 b[i]f(ih,y(i))

y(:, i+1) = y(:, i)+ hα

Γ(α+2)

(
f(ih,p) + ((i−1−α)ijα)f(0,y[0]) +∑i

i=1a[i]f(ih,y[i])
)

end
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