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Considering the amount of attention that nanoscience and nanotechnology (N&N) 

is getting from society, it would be convenient for researchers in this area to have a 

clear definition of what it actually is. However, a single definition is hard to construct 

because it  involves different  concepts in  a  wide area of  study with  unforeseen 

applications.  Most  of  the definitions have it  clear  that  nanoscience involves the 

study of  materials  of  100 nm or  smaller  in  size  in  at  least  one dimension  [1]. 

However, this rather common definition has two flaws. First, it is too rigid for such a 

diverse field. It is very common to synthesize a material which has size dispersion. 

For instance in a typical synthesis of carbon nanotubes, the diameters range from 

tens to hundreds of nanometers (see, for example Ref. 2). Is such a sample then a 

mixture of carbon microtubes and nanotubes? What if the properties of interest of 

the  tubes in  the  sample  is  the  same,  regardless  of  their  dimension  within  this 

range? Then, it does not make sense to make any distinction. This brings up the 

second flaw: if nanoscience is only a matter of scale, then why make up names by 

adding a “nano” prefix to any word? There should be something more to it. In fact, 

there is. The National Science Foundation (NSF) definition for N&N explicitly states 

that for a research work to be considered as nanoscience, it should  “have novel  

properties and functions because of their small and/or intermediate size” [3]. This 

means,  for  instance,  that  the  processors  of  our  computers  do  not  have 

nanotechnology, despite of the fact that they use 45nm transistors. As a matter of 

fact, the people in the semiconductor industry do all kinds of clever things to avoid 

the effect of size (particularly of the dielectric material) and retain the properties of 

the original micron sized transistors. However, the NSF definition still has the 1 to 

100 nm flaw [3]. It is clear then that a deep discussion on the definition and scope 

of  N&N is  imperative,  not  only  for  the  epistemology  of  the  discipline,  but  also 

because it would help for facing some of the challenges of this research area (e.g. 

metrology, regulation).

�������
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�����
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Nanotechnology is expected to impact the quality of life through many of the novel 

applications that it  will  enable. These applications, consistent with the definition 

above, will take advantage of features that are only feasible at the nanoscale. For 
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instance,  there  has  been  an  increasing  expectancy  of  the  impacts  of 

nanotechnology in medicine: from better tools for diagnosis, to improved, custom-

made, and specifically targeted drugs [4]. In addition to medical science, there is 

considerable hope in nanotechnology to solve problems of high social impact such 

as water, air and soil remediation [5], and alternative sources of renewable energy 

[6].  Also,  there is hope in nanotechnology to aid the semiconductor industry  in 

keeping up with the so-called Moore's Law of the scaling of the size and power of 

processing units [7]. In any case, the use of nanotechnology will have an impact in 

the efficient use of materials, since in principle, the properties of nanomaterials can 

be  tailored  to  fit  the  needs  of  specific  applications  with  minimal  loss  due  to 

imperfections. In fact, this is the idea behind the most successful  application of 

N&N to date: composites. In these materials a small amount of a nanomaterial is 

used to change or enhance the properties (mechanical  or  electrical)  of  a large 

matrix.

No  matter  what  the  application  is,  there  are  common  challenges  in  the 

development of N&N, which can be divided in two: experimental and theoretical. 

From the experimental  point  of view, there is strong need for the control  of the 

properties and dimensions of the nanomaterials. Although there has been some 

progress,  there  are  still  unsolved  puzzles,  like  the  control  of  the  electronic 

properties of a carbon nanotube sample. Another challenge is the development of 

scalable and environmentally clean production methods. From the theoretical point 

of  view, there is a strong need for  the development,  and most  importantly,  the 

implementation  of  theories  that  can  reproduce  and  explain  the  experimental 

observations. For this, a multi-scale approach is often required, since the quantum 

phenomena might play a crucial role in the macroscopic properties of a material.

Another kind of challenges that N&N face are of human character. First, there is a 

strong  need  for  a  systematic  and  standardized  characterization  procedures  for 

nanomaterials. For this, of course, a consensus on the definition of nanoscience 

must be reached first. Metrology institutes and organisms should play a crucial role 

on this point. Second, the interaction between experimentalists and theoreticians 

should be encouraged. It is my perception that the deep understanding of many 

new observed phenomena, which can only be gained by proper theories, is far 

behind  the  rate  of  new discovered phenomena.  However,  there  are  also  many 

situations  in  which  theoretical  predictions  (mostly  based  on  calculations  and 
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simulations)  of  new interesting  properties  are  still  pending  for  an  experimental 

confirmation. Hence, many times the two areas seem to be out of phase. 

Finally, there are the challenges and demands from the society. Addressing the 

potential risks of nanomaterials in health and on the environment is a particularly 

serious challenge. This challenge involves researchers, but also transcends the 

scientific community. So far, the position of researchers is based on the “new deficit 

model” which has the hypothesis that the difficulty for handling the introduction of 

nanomaterials into society through products is due to a deficit on the knowledge of 

their impact in health and the environment; should that deficit be covered, proper 

policies will  be created  [8].  Instead, both researchers and policy makers should 

learn how to handle uncertainty, and make “elastic policies” that can rapidly change 

as new data is available. 

��	
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Of course, it is impossible to address each and every of the challenges of N&N as 

it was stated before, the applications of N&N are now unforeseen. Also this area of 

research is interdisciplinary and multidisciplinary. Therefore, the researcher in this 

discipline should be open to work with many different materials and in different 

approaches (e.g. experimental and theoretical).

In this thesis work we have addressed punctual problems that in some way or 

another  try  to  contribute  to  the  development  of  the  expected  applications  of 

nanotechnology.  The  original  objective  of  this  thesis  was  to  contribute  to  the 

science  of  nanoscale  zinc  oxide  (ZnO).  That  was  the  main  motivation  behind 

Chapters 1 and 2.  However, as we were working with the properties of the edges 

in planar ZnO, it came to our attention that there were some unanswered questions 

on the properties of the edges in graphene (an isolated layer of graphite) and other 

single layer materials. These new possibilities were studied in Chapters 3 and 4. 

Also, we tried to combine the study of these materials from an experimental and 

theoretical point of view, since we think is the way to go for researchers in this area.

This work is organized as follows: Chapter 1 introduces ZnO and nanoscale ZnO. 

Special  attention is paid to one-dimensional ZnO structures and in particular to 

nanorods and nanowires. In  Chapter 2, we present an optimized method for the 

synthesis of ZnO nanorods using a low temperature, low cost and clean approach. 

5
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Despite being a low temperature method (c.a. 80°C) the nanorods are of high 

quality,  i.e., highly crystalline. The produced ZnO nanorods, as any ZnO crystal, 

exhibit  interesting  piezoelectric  properties.  We  used  this  material  to  make 

composite  with  cellulose  which  we  called  ZnO-paper  and  then  probed  its 

piezoelectric and pyroelectric response. The constructed devices are capable of 

generating electricity when excited with ultrasonic waves or temperature gradients. 

Although the efficiency of these devices is still very low, they could be useful for 

powering  small  scale  devices  in  unreachable  places.  For  instance,  a  micro  or 

nanoscale  sensor  inside  the  body  could  be  powered  from the  outside  through 

ultrasonic waves.

At the beginning of this thesis work two reports appeared (both in 2007) in the 

literature that influenced its course. First, the work by Garcia et al., which reported 

the  observation  of  a  ferromagnetic  response  at  room  temperature  in  ZnO 

nanoparticles capped with organic molecules [9]. ZnO in bulk is a wide band gap 

semiconductor with no magnetic properties; therefore this observation raises the 

question  of  the  origin  of  the  observed  magnetic  properties  in  the  nanoscale. 

Second, the work by Tusche  et al., in which they report the observation of new 

planar phase for ZnO [10]. Since it is a new crystal phase, the properties of this 

material were unknown. Furthermore, since it is a planar layered material, it would 

inevitably show edges. Edges in layered materials play a very important role, just 

as  surfaces  play  important  roles  in  crystals.  Therefore  the  observation  of  this 

planar  phase  raises  the  question  of  the  properties  of  its  edges.  These  two 

problems are the main motivation of Chapter 3. 

As mentioned above, the properties of edges have a very important role in planar 

layered materials. The properties of these edges in graphene have been known for 

more  than  a  decade.  However,  the  recent  isolation  of  graphene  and  the 

investigation of its peculiar properties has brought the problem alive.  Chapter 4 

introduces nanoscale  carbon,  and in  particular  the  properties  of  graphene and 

graphene  nanoribbons.  Despite  the  importance  and  interest  in  graphene  and 

graphene nanoribbons, the most common techniques for producing graphene are 

not easily scalable. In our group we have proposed two approaches to develop a 

more scalable way to produce nanoribbons. The first, is based on a chemical vapor 

deposition (CVD) method,  and yields a completely  new material  that  share the 

properties of carbon nanotubes and graphene nanoribbons. The second is a top 
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down approach in which carbon nanotubes are somehow treated to make them 

unzip into nanoribbons. The contribution to these methods done in this thesis work 

are presented in Chapter 5.

In  Chapter 6 we propose that nanoribbons might hold the future of electronics. 

Nanoscale  carbon  based  electronics  are  already  a  topic  in  the  semiconductor 

industry  road  map  because  of  the  high  mobilities  these  materials  exhibit.  In 

particular,  nanoribbons  show  better  future  than  nanotubes  because  they  are 

compatible with current lithographic techniques. In this work we call the attention 

not  only  to carbon nanoribbons, but  also to other  layered materials that  exhibit 

different  and  interesting  properties  which  complement  those  of  carbon.  The 

Semiconductor Industry was for a long time based only on silicon. However, as the 

dimensions  scaled  down  there  was  an  increasing  need  to  incorporate  new 

elements (e.g. high dielectrics) into the technology and adapt the processing and 

fabrication  techniques  to  fit  them.  A  carbon  based  electronics  future  might  be 

doomed to eventually need other elements. Therefore, we propose that a more 

versatile layered-nanoelectronics might hold the key for the future of electronics.

�������
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Zinc oxide (ZnO) is a mineral that was discovered in 1810 by Bruce Franklin. It is 

naturally found as a mineral known as zincite that often exhibits red color due to 

manganese  impurities  [1]. However,  pure  zinc  oxide  (ZnO)  is  usually  a  white 

powder produced from the oxidation of metallic  zinc, which is  one of  the most 

abundant  elements  on the surface of  the earth.  Today,  most  of  the  zinc  oxide 

powder produced worldwide is used in applications such as vulcanization activator 

(in  rubber  production),  for  de-sulfuration  of  gases,  fabrication  of  phosphates, 

paints, in agriculture, ceramics, fungicides, etc [1].

However, in the last decades, most of the interest on ZnO has been focused on 

the mechanical, optical,  and electronic properties of this mineral.  For example, 

ZnO  has  now  been  increasingly  used  in  applications  for  high  technological 

industrial  areas such as piezoelectric transducers,  optical  waveguides,  acousto-

optic  media,  conductive  gas  sensors,  transparent  conductive  electrodes,  and 

varistors [2,3]. 

Nanoscale  ZnO structures  have  brought  new applications  to  this  material.  In 

particular, ZnO one-dimensional materials have been proposed for a wide variety of 

applications. It is worth noting that ZnO has played an important role in the search 

for materials for  alternative energy harvesting devices,  such as solar cells,  fuel 

cells, and scavenging devices through the piezoelectric or pyroelectric effect  [3]. 

According to the philosophy of green alternative energy, the materials used for the 

construction of  harvesting  devices  should be  produced at  a  low cost,  with  low 

environmental  footprint,  and  produce  minimal  waste  before  and  after  their  use 

lifetime; all  of this, without loosing their functionality. In this sense, ZnO is very 

attractive. 

	����	�������������������������������
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The most stable crystal structure for ZnO at standard temperature and pressure 

conditions is the hexagonal Wurtzite (WZ) structure. However, as most of the II-VI 

binary  compounds,  it  can  also  be  crystallized  in  the  cubic  Zinc-Blende  (ZB) 
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structure. Both WZ and ZB structures are characterized by a four-fold coordination 

in which each anion is bonded to four cations, or vice versa. This bonding is similar 

to  a  sp3 bonding;  nevertheless,  these  compounds  have  also  a  strong  ionic 

component. In particular, ZnO is a compound that lies in the borderline between a 

covalent  and  ionic  semiconductor,  and  shares  characteristics  of  both.  Another 

phase of ZnO, which behaves as an ionic semiconductor, is the rock salt structure 

(RS),  similar  to  NaCl.  In  the  last  decade,  several  studies  regarding  the  polar 

surfaces of ZnO revealed that for a small number of layers, the Wurtzite structure 

would become planar, resulting in a fourth phase of ZnO, which was only recently 

confirmed experimentally.  In this section we will  analyze the characteristics and 

properties  of  each  of  these  structures  to  set  the  background  for  the  following 

sections. The analysis is carried out with the help of first principles calculations 

using the density functional theory described in appendix B.2.

Color white

Structure Wurtzite(P63mc)

a=b 3.249 Å

c 5.206 Å

u 0.374

α=β 90°

γ 120°

Composition O 19.66%wt; Zn 80.34%wt

Fusion Temperature 1975°C

Boiling Point sublimes at 1800°C

Density 5600kg/m3

Table 1.1: Physical Properties of the naturally found WZ structure of ZnO [2,3].

�������������	
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ZnO is usually crystallized in the WZ structure (see figure 1.1). This structure has 

a hexagonal  cell  with parameters  a=b,  and  c.  and belongs to the space group 

P63mc (see table 1.1). It is composed of two hexagonal close packed sublattices 

displaced from each other on the  c-axis by an amount  u. Each of the sublattices 

contains only one atomic specie. In an ideal WZ crystal, c/a= ��� ��� , and u=3/8. 

However, a real ZnO WZ crystal will deviate from these values. This phase, as well 

as  the  other  phases  is  a  wide  band  gap  semiconductor  with  an  experimental 
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electronic  band gap of  c.a. 3.4eV. The electron and hole effective masses are 

0.28m0 and 0.59m0, respectively, where m0 is the mass of a free electron. WZ-ZnO 

exhibits an exciton binding energy of 60meV, which makes it very competitive for 

optoelectronic applications. The lack of inversion symmetry in WZ structure causes 

an  ionic  displacement  when  the  structure  is  under  stress,  thus,  leading  to  a 

piezoelectric behavior with a relevant piezoelectric constant d33=12 mp/V [1].

The properties of WZ-ZnO have been widely studied both from the theoretical 

and  experimental  standpoints.  However,  the  properties  of  the  other  different 

phases are not as widely known. In  table 1.2, we compare the properties of the 

different ZnO phases with first principles density functional calculations under the 

local density approximation (LDA) (see appendix B.2). It is well known that the LDA 

underestimates the band gap for insulators up to more than 30%. For ZnO the 

underestimation goes from 3.4eV to 0.84eV. However, other relevant properties are 

well described under the LDA and will help in the discussion of the different phases 

in ZnO. Generalized gradient approximations usually exhibit larger deviations from 

the lattice parameters, and do not improve significantly the underestimation of the 

calculated band gap  [3]. Therefore, the LDA is the most common choice in DFT 

calculations for ZnO.

���������	
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The  ZB  structure  is  metastable  and  can  be  achieved  by  growing  zinc  oxide 

epitaxially on a cubic crystal such as ZnS. The symmetry of the ZB structure is 

given by the F-43m space group. It consists of two face centered cubic sublattices 

of one atomic specie displaced from each other by ¼ along the body diagonal (see 

figure  1.1).  The main  difference between the  WZ and the  ZB structures  is  the 

stacking sequence of the diatomic planes. The WZ structure consists of triangularly 

arranged  alternating  diatomic  close-packed  (0001)  planes,  thus  the  stacking 

sequence of the (0001) plane is AaBbAaBbA in the  c axis, where the small and 

large letters stand for the two different kinds of constituent atoms. In contrast, the 

ZB structure consists  of  triangularly  arranged atoms in the closed-packed (111) 

planes along the body diagonal that causes a stacking order of AaBbCcAaBbCcA. 

The band structure of  ZB-ZnO is  very close to that of  the WZ phase,  and the 

character of the bonding is also very similar. Therefore, the electronic properties of 

ZB-ZnO and WZ-ZnO are much alike. However, the ZB phase has a slightly more 
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covalent bonding, and is mechanically more robust when compared to the other 

phases. 
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The RS structure of ZnO is found at relatively low hydrostatic pressures (~10GPa) 

[2,3].  Once ZnO is stabilized in this phase, the structure is metastable for long 

periods of time and for a wide range of temperatures (above 300K). This structure 

is  a  simple  cubic  with  symmetries  described  by  the  Fm3m  space  group,  and 

exhibits  a  six-fold  coordination.  The  change  of  the  lattice  dimensions  in  ZnO, 

causes  the  inter-ionic  Coulomb  interaction  to  favor  the  ionicity  more  over  its 

covalent nature, being this the phase the most ionic bonding for ZnO. The Zn-O 

distance is increased considerably with respect to the WZ and ZB cases (see table 

14

Figure 1.1: Molecular models of the different phases of zinc oxide. 

In the WZ and the ZB the atoms are four-fold coordinated in a sp3-

like tetrahedrical bonding. In the RS structure, the atoms are six-

fold  coordinated  and  is  the  most  ionic  phase  of  ZnO.  The 

honeycomb hexagonal phase is three-fold coordinated, and is the 

most  covalent  phase of  ZnO.  The red  (dark)  and green (light) 

spheres represent oxygen and zinc, respectively.
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1.2). The electronic properties are also affected by the change of phase leading to 

a LDA band gap of several electron-volts higher than the WZ and ZB cases. There 

is an important difference in the electromechanical properties: due to symmetry 

considerations, there is no relative ionic displacement under stress, and therefore, 

no piezoelectricity.
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Table  1.2:  Calculated properties of the different phases of ZnO within the LDA: 

optimized LDA lattice parameters, electronic band gap (ind=indirect gap), distance 

between a nearest neighbors Zn-O (dZnO), charge transfer to the atom with respect 

to a free atom, and overlap charge, or charge at the bond. It is clear from the data 

shown that the planar hexagonal (HX) phase shows a Zn-O bond of more covalent 

nature, while the Rocksalt (RS) phase shows a Zn-O bond of more ionic nature, 

and the Zinc-Blende (ZB) and Wurtzite (WZ) phases lie in between.

������������������������������
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The WZ structure of ZnO is formed by alternating planes of oxygen and Zn ions 

stacked  along  the  c-axis,  so  that  any  cut  of  the  crystal  perpendicular  to  this 

direction would result in a single-ion dominated surface. Hence, a polar surface 

occurs.  However,  according  to  the  Tasker  ionic  model,  this  arrangement  would 

result in a dipole that drives to a divergence in energy as the number of planes 

increases  [4].  Since thin  films of  ZnO grown in  the [0001]  direction have been 

observed in experimental  setups  [5],  the stabilization mechanism of the surface 

was  a  problem  that  received  considerable  attention  over  the  last  decades. 

Originally, three main mechanisms were proposed: 1) the creation of surface states 

and charge transfer from the anion to the cation surface [6]; 2) the appearance of 

Zn vacancies on the cation surface [5,7]; and 3) removal of negative charge on the 

15



�	
���	�����������

oxygen  dominated  surface  [5,8].  Recently,  however,  triangular  shaped 

reconstructions were proposed for a stabilization mechanism for setups in which 

the surface is  changed form the ideal  case  [5,7,9].  Freeman  et  al. proposed a 

boron-nitride  like  transition  to  remove  the  dipole  [10]  (see  figure  1.2).  In  this 

transition, the Zn and O atoms share the same plane, thus eliminating the dipole.

Recently,  Tusche  and  collaborators  have 

synthesized  for  the  first  time  this  predicted 

planar ZnO [11]. They have grown 2-5 layers of 

ZnO  using  laser  ablation  on  a  silver  (111) 

substrate (see figure 1.3). Their surface x-ray 

diffraction and scanning tunneling microscopy 

studies reveal that when the number of layer is 

less  than  4,  the  structure  suffers  a  severe 

inward relaxation,  changing  the  bulk  four-fold 

tetrahedral  for  a  trigonal  planar  coordination. 

Our  calculations,  as  well  as  those  reported 

before  confirm  this  theoretically  (see  figure 

1.2).
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Figure  1.2: Binding  energy  per  formula  (eV/ZnO)  for  ZnO WZ 

layers calculated within LDA-DFT. The structures were constructed 

by cutting a the bulk WZ with two planes perpendicular to the c 

axis. For slabs with number of layers (N) less than 4, there is a 

structural change form WZ to HX structures.

Figure  1.3: High resolution 959 nm2 

STM image of a bilayer of ZnO grown 

on Ag (111) by Tusche, et al. [11].
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The electronic properties of this new phase of ZnO are quite different from the 

other phases. As opposed to the rocksalt case, in the HX phase, the bond length is 

decreased  and  the  bond  is  significantly  more  covalent.  The  LDA  band  gap 

increases considerably with respect to the other phases by almost 1eV. The band 

structure shows that the electron and hole effective masses have a similar value.
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The band structure of a given semiconductor determines to a large degree its 

potential utility. As a direct and wide-band-gap material, ZnO is attracting a lot of 

attention for  a  variety  of  electronic  and optoelectronic  applications.  Advantages 

associated with a large band gap for these applications include higher breakdown 

voltages, ability to sustain large electric fields, lower noise generation, and high 

temperature  and  high-power  operation.  However,  the  correct  description  of  the 

band structure of ZnO and its band gap has been difficult because of the large 

discrepancy between experiment and the most common theoretical calculations. 

WZ ZnO conduction band is mainly constructed from the s-like state, whereas the 

valence band is a p-like state. Photoemission spectra for WZ ZnO revealed a band 

gap of 3.4eV, with the cation  3d-band positioned 7.8eV below the valence band 

maximum, and an anion  2p valence bandwidth of 5.3eV  [3,12]. It  was accepted 

very early that for a fair qualitative theoretical description of the band structure of 

ZnO, most of them based on the LDA,  3d states should be included as valence 

electrons [13,14]. This is because there is a non-negligible influence of 3d states on 

the  s and  p valence bands. Contrarily,  if  the  3d states are considered as core 

electrons, the calculated lattice constant underestimates the experimental values 

by  as  much  as  18%.  However,  even  if  3d states  are  considered  as  valence 

electrons, there is still quantitative disagreement with experiments for the values of 

band gap and band positions  [15]. For example, our calculations using DFT-LDA 

shows a band gap of 0.78eV, a d band position of ~5eV and a p valence bandwidth 

of  ~4.8eV  (see  figure  1.4).  In  this  case,  the  position  of  the  d bands  and  the 

bandwidth of the O-p valence bands are not clearly distinguished, since there is an 

overestimated p-d interaction, that leads to some hybridization. Nevertheless, DFT-

LDA band structures including 3d states, often show very good agreement for the 

17
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valence  and  conduction  edge  bands  and  wavefunction  shape,  which  is  good 

enough for the calculations of different properties of ZnO.

It  has  been  previously  reported  that  the  use  of  a  generalized  gradient 

approximation (GGA) (see appendix B.2) functional underestimates even more the 

electronic band gap, and overestimates the cell parameters (1.6% as compared to 

-0.8% in LDA for the cell parameter c).

Electron-electron interactions in narrow bands originating from spatially localized 

atomic-like  states  are  not  well  described  by  a  homogeneous  electron  gas  as 

described by with DFT-LDA. Therefore, calculations that include electron-electron 

interactions improve significantly the quantitative agreement between theory and 

experiment  for  ZnO  band  structure.  Self  interaction  correction  pseudopotential 

approaches correct the non-physical self-interaction intrinsic in DFT, and give close 

agreement with the experimental band gap. However the d bands are 1eV too low 

[15]. Another, more accurate, semi-empirical approach, DFT+U (see appendix B.3), 

introduces a Hartree-Fock like term with a Coulomb interaction parameter U. This 

approximation  gives  a  better  description  of  the  3d bands  and  could  be  very 

important for describing impurities. Although the electronic band gap is closer to 

18

Figure  1.4: DFT-LDA band structure of bulk WZ ZnO showing an underestimated band 

gap (exp.: 3.34eV), p band-width (exp.: 5.8eV), and 3d band position (exp.:7.8eV).
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the  experimental  gap,  the 

underestimation  persists  (see 

figure  1.5).  The  determination 

of  U  is  rather  difficult, 

nevertheless,  Janotti  and 

coworkers  have  proposed  a 

method  for  the  ab-initio 

determination of the otherwise 

empirical  parameter

��� �� ��
 ,  where  �
��  is 

the  atomic  correlation  energy 

obtained  by  the  energy 

difference between the addition 

and the removal of an electron 

from the atomic d subshell (the 

reference  in  this  case  is  a 

configuration  with  9  electrons 

in the d subshell), and �
  is the macroscopic dielectric constant [16]. Following this 

approach we have obtained a value of U=4.7 eV for the case of bulk WZ ZnO using 

the experimental value for �
 .

First  principles  approaches  including  electron-electron  interactions  are 

significantly more expensive in terms of computational time. In order of complexity 

and computational time, non self-consistent G0W0, partial self-consistent GW0 and 

full  self-consistent  GW  calculations  (see  appendix  B.4)  on  top  of  DFT  obtain 

increasingly  better  results  for  band  gap  energies  (2.86,  3.02  and  3.33eV, 

respectively) [17,18].

The  electronic  properties  of  ZnO,  and  specifically  the  conductivity,  can  be 

controlled to a great extent by doping with Al or Ga (n-doping). However, p-type 

doping has been a challenge. Nevertheless, some efforts have been successful for 

doping ZnO with Li, Na, K, N, P, As, and Sb [2,3]. 
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ZnO has gained much interest in part because its optical properties are superior 

19

Figure 1.5: LDA+U (solid line) compared to LDA bands 

structure  (dotted  line).  The  band  gap  is  still 

underestimated (1.0eV), but the p bandwidth (5.2eV) and 

the  position  of  the  3d bands  (7.5eV)  agree  well  with 

experiment.
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to currently used materials.  For instance, ZnO alloys might be an alternative to 

GaN based alloys which are currently used in UV optoelectronic devices. This is 

because its band gap is similar to GaN (c.a. 3.2eV), but the exciton binding energy 

is  more  than  two  times  larger  than  that  of  GaN.  Therefore,  opposite  to  GaN, 

stimulated  excitonic  emission  is  possible  even  above  room  temperature.  The 

optical properties of a semiconductor are connected with both intrinsic and extrinsic 

effects.  Intrinsic  optical  transitions  take  place  between  the  electrons  in  the 

conduction band and holes in the valence band, including excitonic effects due to 

the Coulomb interaction. Excitons are classified into free and bound excitons. In 

high-quality samples with low impurity concentrations, the free exciton can also 

exhibit  excited  states,  in  addition  to  their  ground-state  transitions.  Extrinsic 

properties  are  related  to  dopants  or  defects,  which  usually  create  discrete 

electronic states in the band gap, and therefore influence both optical-absorption 

and emission processes [2].

�����������
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The  mechanical  properties  of  materials  involve  various  concepts  such  as 

hardness,  stiffness,  and  piezoelectric  constants,  Young’s  and  bulk  moduli,  and 

yield strength. In hexagonal crystals, there exist five independent elastic constants: 

C11, C33, C12, C13, and C44. 

Among  the  tetrahedrally  bonded 

semiconductors, it has been stated that 

ZnO  has  the  highest  piezoelectric 

tensor  or  at  least  one  comparable  to 

that  of  GaN  and  AlN.  This  property 

makes  it  a  technologically  important 

material  for  many  applications,  which 

require  a  large  electromechanical 

coupling. The piezoelectric tensor has 

three independent  components  in  WZ 

phase  and  one  (e14=0.69C/m2) in  the 

cubic  Zinc-blende  phase,  which 

characterize  the  full  piezoelectric 

tensors of such crystals. Two of these 

20

Figure  1.6: Electric dipole created upon ionic 

displacement  in  WZ  ZnO,  leading  to  a 

piezoelectric effect.
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components in WZ phase measure the polarization induced along the c axis, at 

zero electric field, by a uniform strain either along the c axis or in the basal plane. 

The relevant relationship is  zPpiezo = e33εz + e31ε�, where  εz and  ε� are the strain 

along  the  c  axis  and  in  the  basal  plane,  respectively.  e33 and  e31 are  the 

piezoelectric  coefficients.  The third  independent  component  of  the piezoelectric 

tensor,  e15,  describes  the  polarization  induced  by  a  shear  strain.  The  lack  of 

inversion  symmetry  in  WZ  structure  causes  an  ionic  displacement  when  the 

structure is under stress (see figure 1.6), leading to spontaneous polarization. The 

combination of this spontaneous polarization and the low mobility of charges at 

zero bias results in a piezoelectric behavior with relevant piezoelectric constants 

d33=12 pm/V, or  e33= 1.2C/m2,  e31=-0.5C/m2,  e15=-0.40C/m2, (for example  d11=2.3, 

and d15=117 pm/V for quartz and PZT, respectively) [19,20].�
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The structural, electronic, optical and mechanical properties of ZnO change when 

the dimensions scale down. These changes or size effects are entangled with the 

increase of surface area. Atoms at the surface have different environment than the 

bulk atoms, leading to different chemical and physical properties. As the surface to 

volume  ratio  increases,  these  surface  properties  become  more  and  more 

important. In addition, symmetries are broken and properties such as mechanical 

properties  are  affected.  Also,  new  properties  arise  from  these  new  atomic 

environment.  For  instance,  ZnO  nanoparticles  can  exhibit  unusual  magnetic 

properties not seen in the bulk in any of its phases. This phenomenon is studied in 

detail in �3.2. Also, there are several reports on the observation of a blue shift (i.e. 

increase of the band gap) in the photoluminescence spectra of crystalline ZnO 

nanoparticles  of  few nm of  diameter  due to  quantum confinement  and surface 

passivation[21].  This  blue  shift  has  been  used  to  monitor  the  growth  of  ZnO 

nanoparticles [22].

The loss of symmetry due to the increase of surface in ZnO 1D nanostructures 

such  as  nanorods,  nanowires  or  nanobelts  is  responsible  for  the  increased 

piezoelectric response. As stated above, the piezoelectric response requires that 

the spontaneous polarization lasts longer than the chances for recombination. The 

large surface area of nanostructured ZnO can cause more unintentional n-doping 

with hydrogen, and therefore an increase of carriers mobility, which in turn could 
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diminish the piezoelectric response. However, the large surface area could also 

lead to a large amount of charge traps which could increase the recombination 

lifetimes and thus, increase the piezoelectric response. Theoretically, it has been 

shown that the piezoelectric properties of ZnO are dependent on the size for both 

one-dimensional structures and for nanostructured thin films  [23,24]. Initially, the 

piezoelectric  response  increases  as  the  dimensions  decrease,  and  then  falls 

drastically when the dimensions keep decreasing. 

The structural change from the WZ structure to a HX structure when the number 

of layers, or the thickness of a thin film decreases to less than four monolayers is a 

consequence of  the change of  the  environment  of  the  atomic species and the 

interaction between the (0001) and (000-1) surfaces. This new phase of ZnO, the 

HX ZnO was described in detail in �1.2.1.4. This quasi-2D phase can again have 

size effects. In this case, instead of surfaces, we have edges. These edges appear 

in different flavors, and have different properties to the bulk. The study of these 

edges is the focus of �3.3, and the general study of edges in other systems is the 

focus of �6. 
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ZnO nanostructures have received a great deal of attention in the last few years. 

Since  the  1960's  there  has  been 

interest in the synthesis of thin films 

of  zinc  oxide  for  opto-electronic 

applications  [1].  Recently,  research 

on  one-dimensional  (1D)  ZnO 

nanostructures  has become a very 

active  field  due  to  different 

properties that these systems exhibit 

with respect to the bulk.

ZnO  usually  crystallizes  in  the 

Wurtzite (WZ) structure (figure 1.7), 

although as described above, it can 

be  found  in  three  other  phases: 

Zinc-Blende (ZB), Rocksalt (RS) and 

22

Figure  1.7: Crystal  structure  of  Wurtzite  ZnO 

showing the different polar and non-polar surfaces 

and directions.
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Planar-Hexagonal  (HX).The  WZ structure  is  composed  of  two  hexagonal  close 

packed  sub-lattices  displaced  from each  other  on  the  c-axis  by  an  amount  u. 

According to this structure, and to the stabilities of its surfaces, ZnO has three fast 

growth directions: < 2�1�10 >, < 01�10 >, and  <0001>. Therefore, ZnO has a very 

broad family of nanostructures, which grow in one or several of these directions. 

Macroscopically, a crystal has different kinetic growth parameters associated to its 

planes. After nucleation, a structure usually grows with well defined crystal planes 

depending  on the  experimental  conditions.  In  ZnO,  the  growth  conditions  have 

been controlled during synthesis favoring a specific direction, giving as result  a 

wide range of nanostructures, such as: nanobelts [25,26], nanowires [27], flowerlike 

structures [28], tetrapods [29], dendritic structures in two [30] and three dimensions 

[25],  nanopipes  [31],  nanosprings,  nanohelixes  [32],  nanodisks  [33],  and 

23

Figure  1.8: Different  ZnO  nanostructures  reported  in  the  literature:  a)  nanobelts  [25],  b) 

nanowires [27], c) flower-like structures [28], d) tetrapods [29], e) 2D dendritic structures [30], f) 

nanopipes [31], g) nanosprings [32], h) 3D dendritic structures [35], i) nanoplates [33], and j) 

nanocages [34].
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nanocages [34] (see figure 1.8).

Of particular relevance in this work, are nanorods or nanowires, and nanobelts. 

These one-dimensional  nanostructures are related to the work presented in  �2, 

and to the theoretical work presented in  �3. Therefore, the next two subsections 

will  be  devoted  to  a  review  of  the  literature  of  the  growth  mechanisms  and 

properties of these systems.
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ZnO one dimensional nanostructures are of great interest to researchers because 

of the different properties they exhibit due to the intrinsic properties of ZnO and the 

novel properties brought by the low dimensionality. In the literature three types of 

1D ZnO nanostructures can be found: nanowires, nanorods, and nanobelts. These 

three  1D  nanostructures  are  differentiated  by  their  aspect  ratio.  It  is  generally 

accepted that nanorods are cylinders of radius of a few tens of nanometers and 

lengths of a few hundred of nanometers. On the other hand, nanowires usually 

have a diameter around 100 nm or more, and 

length of a few micrometers. Nanobelts are not 

cylinders,  but  rather  rectangular  prisms  with 

high length to width to thickness ratio, and a few 

micrometers long. ZnO nanowires and nanorods 

grow in the [0001] direction as shown in  figure 

1.9; nanobelts, however, can show other growth 

directions,  and  will  be  described  in  the  next 

subsection.

Without a doubt, ZnO nanowires and nanorods 

have been the most studied ZnO nanostructures 

because  of  their  numerous  potential 

applications.  These  nanostructures  have  been 

synthesized to characterize their  properties as 

devices for applications in photodetectors  [35], 

photodiodes[36],  transistors  [37],  sensors 

[38,39],  field  emission  [40],  spintronics  [41], 

actuators  [1],  transparent  conductors  [2],  and 

piezoelectric generators [42-45].
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Figure  1.9: Growth  direction  of 

nanowires  and  nanorods.  a) 

Schematic diagram of a typical ZnO 

nanostructure growing in the [0001] 

direction  [25].  b)  Low magnification 

Transmission  Electron  Microscopy 

(TEM)  micrograph  of  a  nanowire, 

and a c) high resolution TEM (HR-

TEM)  micrograph  showing  the 

growth  direction  spacing 

correspondig to the parameter  c of 

WZ ZnO.
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The synthesis of high quality ZnO nanorods and nanowires has been achieved 

through various routes, such as laser ablation [46], organo-metallic chemical vapor 

deposition  [47-50],  electrodeposition  [51,52],  sputtering  [53,54],  sol-gel  methods 

[55,36], through templates [46], spin coating [57], vapor-liquid-solid synthesis (VLS) 

[58-73], and solution based methods [74-80].

The  most  common  method  for  the  synthesis  of  ZnO  nanostructures  is  VLS 

because of the large yield, and the high purity of the obtained samples. However, 

the yield  of  a pure ZnO nanowire sample is  very sensitive to the experimental 

conditions. The VLS method consists  in  generating through heat,  a  zinc  vapor 

under a controlled oxygen atmosphere. This mix is deposited through a carrier gas 

onto a substrate with a previously planted catalyst. Common sources of zinc are 

zinc powder and bulk ZnO powder with graphite, which reduces ZnO. The most 

used catalysts are gold, and tin, and are previously deposited on a substrate of Si, 

GaN, quartz,  or  sapphire.  The synthesis temperature is  usually above 1000°C, 

since Zn sublimes at 907°C.

Y.  Xia  and  coworkers  have  proposed  a 

growth  mechanism  for  VLS  synthesis  of 

nanorods or nanowires [81]. This mechanism 

is based on a bottom-up approach in which 

the  precursors  diffuse  into  the  molten 

catalyst pushing up the liquid solid interface. 

Other  methods  are  based  on  this  same 

growth  mechanism  (see  figure  1.10).  For 

instance,  the  laser  ablation  method usually 

hits a zinc or zinc oxide target in an oxygen 

controlled  atmosphere,  generating  a  zinc 

vapor  which  is  again  deposited  on  a 

substrate  with  a  catalyst  [46].  Similarly,  a 

catalyst  can  be  deposited  on  a  template 

which is then used for electrodeposition of ZnO, VLS reaction or chemical vapor 

deposition with  organometallic  compounds (i.e.,  dietil  zinc,  zinc  acetate or  zinc 

acetyl-acetonate).  These  methods  have  several  advantages:  high  crystallinity, 

aligned sample with the possibility of patterning by controlling the deposition of the 

catalyst.

25

Figure 1.10: Growth mechanism for ZnO 

nanowires  and nanorods  grown by  the 

VLS method proposed by Y.  Xia  et  al. 

The  zinc  vapor  and  oxygen  in  the 

controlled  atmosphere  diffuse  through 

metal catalyst in liquid phase forming the 

nanowire and pushing up the solid liquid 

interphase [81].
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Chemical  methods  have  also  been  successful  in  the  synthesis  of  ZnO 

nanostructures. These methods have been used extensively for the synthesis of 

nanoparticles.  In  this  case  the  growth  mechanism  is  usually  mediated  by 

nucleation through a reaction of a zinc salt and a base. Since the process is very 

slow  and  driven  by  precipitation  of  ZnO  dimers,  all  faces  grow  uniformly  and 

particles tend to agglomerate and coalescence is often observed. In order to avoid 

this,  a capping agent that preferentially reacts with one specific face of ZnO is 

needed to grow one dimensional nanostructures. Although reactions take longer 

(more than 10 hours versus 2 or 3 hours for a VLS synthesis), these methods are 

very attractive because they are carried out at low temperatures (~100°C versus 

~1000°C in VLS methods), and the quality of the samples is not compromised. 

Therefore, these methods seem to be highly scalable for many applications. This 

kind of synthesis is described in detail and explored in �2. 
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ZnO nanobelts  grow with  a 

dominant  surface.  This 

surface can be the (0001)  or 

( 2�1�10 ). When grown in the [

01 �10 ]  direction  (figure  1.11), 

with  the  large  surface 

corresponding to the ( 2�1�10 ) 

plane while the short direction 

corresponds  to  the  (0001) 

plane, then this polar surface 

can  cause  a  deformation  of 

the  structure  forming  the  so-

called ZnO nanohelixes or nanosprings [82].

The synthesis  of  these type of  nanobelts  is  usually  carried  out  through VLS. 

However, in contrast to nanowires, nanobelts generally grow without the need of a 

catalyst [82] (figure 1.12). In this case the precursor (zinc source) is evaporated in 

oxygen atmosphere such that small ZnO dimers are formed. These small clusters 

are  driven  by  a  carrier  gas  through  a  gradient  of  temperature.  When  the 

temperature is low enough, these small clusters or molecules are deposited on a 
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Figure 1.11: a) schematic diagram of the different growht 

directions and the resulting faces in ZnO nanobelts  [25]. 

b)  and  c)  show  TEM  micrographs  at  low  and  high 

resolution showing a nanobelt with a (0001) surface [82]. 
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substrate. The charges due to the small  ZnO polar 

molecules  cause  such  an  ordering  that  the 

coordination is preserved and the total net charge is 

zero. As new molecules arrive, they are pushed to the 

place where they minimize the unbalanced charge. 

Since  the  temperature  is  still  high  at  these  colder 

substrates  (~600-800°C)  the  mobility  of  the 

molecules is large and no agglomeration is observed. 

Other  methods for  the  synthesis  of  ZnO nanobelts 

have been tried, but have not been very successful. 

The properties of nanobelts have been studied as a 

function of the size, observing interesting size effects. 

In particular the decrease of the width of nanoribbons 

has proved to be important in their optical properties, 

since there is a blue shift in the photoluminescence 

spectra [83]. Mechanical and thermal properties have 

also  been  probed,  and  there  is  a  direct  dependence  of  size  and  thermal 

conductivity  [84]. On the other hand, theoretical work by Kulkarni and coworkers 

has shown that there can be a change in phase from WZ to HX when a nanobelt 

with {0001} faces is subject to high tension loads (~4.5GPa)  [85]. This particular 

result is important for the work presented in ��.
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ZnO is a wide band gap semiconductor that has attracted considerable attention 

of  researchers  from many  disciplines  because  of  the  peculiar  electronic,  opto-

electronic and mechanical properties which have been presented in this chapter. A 

large band gap of  c.a. 3.4eV and an excitonic binding energy of 60meV make of 

ZnO a good candidate for photocatalytic processes, optoelectronic devices, solar 

cells, and transparent conductors  [1,3]. When doped with some transition metals, 

or  when  synthesized  as  nanoparticles,  ZnO  could  exhibit  unusual  magnetic 

properties.  On  top  of  this,  ZnO  is  abundant  in  the  Earth’s  surface  and  is  an 

environmental- and bio- friendly material.  Some of the structural,  electronic and 

magnetic properties described in this chapter will be studied in detail in �3.
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Figure  1.12: Schematic 

diagram  of  the  growth 

mechanism for ZnO nanobelts 

proposed  by  Wang  [82].  The 

ionic  molecules  tend to  move 

and find a position where the 

electrostatic  forces  are 

minimized.
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ZnO is also a unique material  that combines semiconductor and piezoelectric 

properties  with  its  biocompatibility  and  the  ease  of  a  low  cost  synthesis.  This 

makes it an ideal candidate for applications dedicated to power nanoscale devices, 

in-vivo sensors,  actuators,  monitors,  or  drug  delivers  with  remote  control  and 

wireless  communication.  These  characteristics  of  ZnO  are  used  in  the  work 

presented in �2.3. 
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As  described  in  �1.3,  there  have  been  several  synthesis  methods  for  the 

production  of  ZnO  nanostructures.  Some  of  these  approaches  are  very  clean 

processes, with low cost materials and innocuous by-products, while keeping the 

quality of the material. One of such processes has been developed during this work 

and is described in �2.2.

Of particular interest in this work has been the use of  ZnO nanostructures in 

energy scavenging devices. In other words, the piezoelectric effect of  ZnO and 

residual mechanical energy to power small devices in places where it is difficult to 

receive power from the grid, the sun, or even from batteries. The simple, low cost 

and scalable method presented in �2.2 was then used to produce a ZnO-cellulose 

composite. The composite was then used as main component of a piezoelectric 

and  pyroelectric  nanogenerator  which  could  also  be  used  as  a  sensor.  The 

resulting device showed similar efficiency at a significantly lower cost and effort 

than  similar  contemporary  devices.  The  characterization  and  results  of  this 

nanocomposite are presented in �2.3. 

We believe this work will contribute to the development of ZnO as a key material 

for energy harvesting devices. The challenges of energy we face are huge, and 

increase  continuously;  thus,  further  understanding  of  the  materials  and 

mechanisms involved in energy generation are important for the development of 

our society.

	�	��	�	��

!��∀�
�
!��∀�
�
�����������∀���������������∀�����������������#�#�����������������
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The  synthesis  and  growth  methods  of  nanostructured  ZnO can  be  classified 

according to the temperature of the synthesis.  The high temperature processes 

often yields long nanowires and nanobelts and samples with low homogeneity [1]. 

As mentioned before, these synthesis methods heat a zinc source or zinc oxide 

with a reducing agent, and collect the sample in plates, where a catalyst is placed. 

The range of temperatures is greater than 1000°C, and is considered as a high 

cost  process.  On the  other  hand,  the  low temperature  methods produce small 

nanoparticles  and  nanorods  with  high  homogeneity  when  purified.  These 

processes are based on the hydrolysis of zinc salts in basic alcohol solutions. The 
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temperatures of reaction are usually  c.a. 80°C, and thus, constitute a low cost 

synthesis. Another low temperature method is electrodeposition on templates. In 

this  case,  a  hard  template  (commonly  anodized  alumina  or  polycarbonate 

membranes with diameter < 200nm) is put on top of the collecting electrode of an 

electrolytic cell. The nanowires are formed on the pores of the templates with high 

homogeneity in terms of both diameter and length.

Solution  methods for  the  synthesis  of  crystalline  semiconductor  nanoparticles 

have been widely used, mainly because these are processes carried out at low 

temperature, with low cost and have a high yield. Koch et al. [2], Bahnemann et al. 

[3], and  Haase  et  al. [4] first  used  the  colloidal  method  to  prepare  ZnO 

nanoparticles by hydrolyzing zinc salts in basic alcoholic solutions.  Usually,  the 

synthesis of ZnO nanostructures through the solution route is carried out in alcohol 

(methanol, ethanol, or propanol) with a strong base (NaOH, LiOH or KOH) as the 

oxygen source and a zinc salt (zinc acetate, Zn(CH3CO2)2,  zinc bromide, ZnBr2, 

zinc perchlorate, Zn(ClO4)2, or zinc nitrate, Zn(NO3)2). The nucleation of the metal 

oxide is fairly well understood, and it occurs by precipitation, involving the reaction 

of the soluble metal salt with the hydroxide ions or water, such that:

��
�
��������� � ����

�
���

�
��

�
� �

where X represents the anion and Y corresponds to the hydroxide cation (Na+, 

etc.) [5].

However, the mechanism by which the nanoparticles grow after nucleation is still 

unclear. Trying to address this problem, some groups have studied the effect of the 

anion,  the  Zn-OH concentrations,  the  alcohol,  along  with  the  temperature  and 

reactant  concentrations.  However,  accurate  investigations  of  these systems are 

more  complicated  than  expected.  The  problem  has  been  the  absence  of 

appropriate  techniques  to  probe  the  in-situ growth  of  nanocrystals.  While 

transmission electron microscopy (TEM) is the most direct probe to observe the 

size and morphology of any sample, it is not possible to carry out the measurement 

under reaction conditions. Also, the nanocrystals tend to agglomerate on the grid 

and present low contrast, making the determination of size of individual particles 

very difficult. Therefore, indirect methods have been used to investigate the growth 

process of nanoparticles.  The measurement of  the shift  in absorption emission 

compared to that for bulk samples has been used extensively to understand the 
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growth,  specially  the  UV-absorption  spectra,  where  the  surface  states  do  not 

contribute.  The  size  of  the  nanocrystal  is  determined  from  the  shift  in  the 

absorption  edge  using  the  effective  mass  model.  However,  this  approximation 

cannot be used for nanoparticles larger than the Bohr exciton diameter (~4nm). 

Some groups have used small  angle X-ray scattering measurements which are 

directly  related  to  the  size  and  crystallinity  of  the  sample  to  corroborate  the 

diameter measurements having a positive result. 

Hu  and  coworkers  investigated  the  role  of  the  zinc  source  on  the  growth  of 

nanoparticles [5]. They used different zinc salts with NaOH as the oxygen source 

and  probed  with  different  temperatures.  They  found  that  ZnO  nanoparticles 

synthesized from Zn(ClO4)2 grow faster, followed by zinc acetate and finally by zinc 

bromide. They argued that this is because halide ions adsorb more strongly on 

surfaces  than  acetate  ions,  and  perchlorate  ions  exhibit  very  weak  surface 

interactions. 

Viswanatha and coworkers have made an extensive study of the growth kinetics 

of ZnO nanoparticles with NaOH as the oxygen source and zinc acetate as the zinc 

source  [6]. They found that NaOH not only is a source of hydroxyl ions, but also 

provides the counter ion Na+ which acts as a capping agent. When concentrations 

are  higher  than  0.35mmol  of  NaOH  in  the  synthesis,  the  growth  of  ZnO 

nanoparticles is inhibited. Therefore, the growth of ZnO nanoparticles is not only 

diffusion limited, but also the role of the reactants is important.

Hu and coworkers also investigate the growth of ZnO nanoparticles by reaction 

with water, without the use of any alcohol [7]. According to them, the incorporation 

of  ions  (Na+,  K+)  results  in  recombination  centers,  which  affect  negatively  the 

optical response of the sample. Therefore, they suggest that the use of water as 

reactant is desirable for the synthesis of nanoparticles for optical applications. They 

study the effect of H2O concentration on isopropanol on the growth rate of ZnO 

nanocrystals. The rate increases as the amount of H2O increases. However, this 

rate is always smaller  than that  observed when NaOH is used.  The nucleation 

process is also slower, taking between 30-60min to take place, whereas for the 

case of NaOH is almost instantaneous.

Solution  based  techniques  have  also  been  used  to  grow  zinc  oxide 

nanostructures with controlled aspect ratio, i.e., nanorods. The use of a surfactant 
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with affinity to certain surfaces reduces the growth in the corresponding directions. 

In particular, Yang and coworkers use polyvinyl pyrrolidone (PVP) which passivates 

the {1010} surfaces, resulting in a growth velocity of [0001] direction larger than 

other directions [8]. 

S. P. García and coworkers also studied the effect of passivating surfaces on the 

growth  of  ZnO nanostructures  with  different  surfactants  [9].  They used sodium 

poly(styrene  sulfonate)  (PSS),  poly(diallyldimethylammonium  chloride) 

(PDADMAC) and trisodium citrate in solution synthesis with zinc nitrate as the zinc 

source and NaOH and H2O as the oxygen sources in methanol. They show that in 

all  cases,  high  concentrations  of  the  surfactants  decreases  the  aspect  ratio, 

although is much faster for the citrate, followed by PSS and slower for PDADMAC. 

In order to contribute to the advance of the understanding of the growth process, 

the reproduction of the most interesting experiments found in the literature was 

attempted. Here, an optimization of the parameters of the experiment was carried 

out.

The synthesis method was based on that reported by Yang and coworkers [8]. As 

stated before, the method consists on the hydrolysis of a zinc salt in the presence 

of PVP. In a first experiment, PVP (1.25g) was added to absolute ethanol (etOH) 

(60 ml) and magnetically stirred for 20 mins. Then, 0.25g zinc acetate (Zn(AcO)2) 

was slowly added to the EtOH solution while heating the solution to 50ºC while still 

stirring. After the solution was completely clear, 1.5g NaOH was added and was 

stirred for another 30 min. Finally, the solution was heated for 24hrs at 75ºC. For 

washing the resulting solution, the solvent (brownish color) was extracted with a 

pipette to get ~5ml. Clean EtOH was added to the solution (~60ml), stirred and left 

until  the precipitates appeared (~2hrs later).  The solvent  was removed using a 

pipette, and again clean ethanol was added, stirred and left to rest until precipitates 

appeared.  In  the  third  cleaning  cycle,  the  solvent  extracted  was  kept  and 

considered as residues. The precipitates were mixed with 20ml EtOH and stored. 

From this procedure, five main variables were identified: 

• PVP concentration

• NaOH concentration

• Zn(AcO)2 concentration

• Temperature
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• Time

Since the reaction involves the salt, the basic solution, and the basic agent, the 

concentrations  of  the  different  reagents  can  be  varied  relative  to  one  of  the 

compounds. In this case, we fixed the concentration of Zn(AcO)2. Also, we noted 

that  the  temperature  could  not  be  increased,  since  74.5°C was  the  observed 

boiling temperature of the solution. Therefore, we could only change three of the 

variables. In order to understand the effect of each of these variables, and their 

correlation, a set of experiments was carried out in which all of the variables were 

varied as in a 2k experimental  design. The experiments are summarized in the 

table 2.1.

Label Time (h) PVP (g) NaOH (g)

0000 25 1.0 1.0

0001 25 1.0 1.5

0010 25 1.25 1.0

0011 25 1.25 1.5

0100 50 1.0 1.0

0101 50 1.0 1.5

0110 50 1.25 1.0

0111 50 1.25 1.5

Table  2.1. Summary of the parameters of the experiments 

carried  out  to  determine  the  optimal  conditions  and  the 

effect  of  the  different  variables  in  the  growth  of  ZnO 

nanorods.

For the evaluation of each of the samples, scanning electron micrographs were 

acquired and the diameter and length of the nanorods were measured using a 

graphics editor. Around a hundred rods were measured for diameter distribution 

from at  least  5 different  scanning electron micrographs.  As can be noted from 

figure 2.1, the length of most of the specimens cannot be appreciated, due to the 

agglomeration of the nanorods; therefore only 50 measurements were made for 

the length. The results are summarized in table 2.2.

The effect of each of these variables can be evaluated by taking the average of 

each parameter (diameter and length) from the different runs using each variable. 

For example, the effect of the increase of PVP concentration (EPVP) on the diameter 

is the sum of average of the four runs using large concentration of PVP minus the 

average of the four runs using low concentration of PVP. Namely,
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Diameter Length

Sample
Average 

(nm)

Variance 

(nm)2
Std. Dev. (nm) Average (nm) Variance (nm)2 Std. Dev. (nm) Av. Aspect Ratio

0000 21.38 59.78 7.73 291.22 60490.76 245.95 13.62

0001 20.44 23.56 4.85 217.22 27118.89 164.68 10.63

0010 18.27 18.79 4.33 168.08 10539 102.66 9.2

0011 19.56 15.99 4 200.34 12518.03 111.88 10.24

0100 20.73 102.77 10.14 297.32 49167.23 221.74 14.35

0101 18.18 13.73 3.7 330.63 62525.83 250.05 18.19

0110 20.53 31.87 5.65 322.41 41833.06 204.53 15.7

0111 17.39 17.05 4.13 199.57 14796.67 121.64 11.47

Table 2.2. Results of the variation of the different parameters in the distribution of length and 

diameters of ZnO nanorods grown through the solvothermal method.

Therefore,  the effect  of  increasing the concentration of  PVP leads to a  slight 

decrease of diameter. Also, if we take the effect of the PVP concentration on the 

standard deviation of the diameter (σEPVP) we get a value of  σEPVP=-2.79, which 

means that the increase of the concentration of PVP not only reduces slightly the 

diameter of the rods, but also, reduces the standard deviation in the distribution of 

diameters, which is also very important for a good control. The summary of the 

effects of the different variables are summarized on table 2.3.

40

Figure  2.1: Scanning Electron Microscopy (SEM) of  the typical 

synthesized ZnO nanorods (sample 0101) showing a high yield 

and homogeneity.
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Diameter Length

Average Std. Dev. Average Std. Dev. Av. Aspect 

Ratio

EPVP -1.33 -2.79 -32.82 -31.66 -0.58

ENaOH -1.24 -2.08 -61.5 -85.42 -2.54

ET -0.71 0.67 68.27 43.2 4.01

Table 2.3. Effect of the different variables on the diameter, length and 

their distribution of the ZnO nanorods.

From table 2.3, we note that the effect of the increase in PVP concentration is to 
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Figure  2.2:  TEM images of the synthesized nanorods at low and high 

magnification.  a)  Low  magnification  image  showing  a  good  diameter 

dispersion of the nanorods. b) Fringes in a single nanorod due to strain in 

the lattice. c) High magnification image of a nanorod. The micrographs 

show that even though this is a low temperature method, the samples are 

very crystalline and show little amount of defects. The samples were not 

heat treated.
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reduce  the  diameter,  its  standard  deviation,  and  also  reduce the  length  of  the 

nanorods. In the case of the NaOH, the effect is similar, but the reduction of the 

diameter is less and the decrease of the length is pronounced. The effect of time is 

negligible in the diameter and in the length, and thus in the aspect ratio.  From 

these data,  it  can  be concluded that  the  best  sample  would  be  achieved with 

increased concentrations of PVP, low concentrations of NaOH and longer times. In 

this case, the best sample would be the one labeled as 0101. 

Figure 2.2 shows that the samples are highly crystalline and are grown in the 

[0001] direction. From the high resolution TEM image (figure 2.2c) it can be seen 

that there is some surface reconstruction. This kind of reconstructions might be 

due to the doping with hydrogen due to the synthesis methods, and could have 

some effect on the optical properties of the resulting material, but little effect on the 

mechanical  properties.  This method has been proved to yield very high quality 

nanostructures  and  is  the  basis  of  the  method  used  for  the  synthesis  of  a 

nanocomposite  material  in  �2.3 for  energy scavenging taking advantage of  the 

piezoelectric and pyroelectric properties of ZnO.
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The growing need for  renewable alternative  sources of  energy  has motivated 

significant effort to develop new forms of energy conversion and storage devices 

for portable and wearable electronic devices  [10]. The most attractive feature of 

such  devices  is  their  capability  of  capturing  various  forms  of  ambient  energy 

surrounding a system (e.g. vibrations, thermal, flowing water, wind, human motion, 

shock  waves,  thermal  gradient,  temporal  thermal  fluctuations)  and  provide 

electrical power to devices making them independent of external power source [11]. 

The ambient energy is mostly in the form of mechanical and thermal energy  [11] 

and their  conversion  into  electrical  energy  could  play  a  key  role  in  developing 

remote access electronic  devices,  self-powered sensors  or  implantable medical 

devices. Recently, pyroelectric and piezoelectric materials have been devised as 

potential candidates for building scavenging (collect from residues) devices. In this 

section,  we  evaluate  and  describe  a  scavenging  device  based  on  ZnO 

nanostructures.
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In 1960 the discovery of ZnO as a good piezoelectric material  led to the first 

electronic application of zinc oxide as a thin layer for surface acoustic wave devices 

[12,13]. This piezoelectricity is caused by the polarity of ZnO, i.e., the absence of 

inversion symmetry in this crystal lattice (see  �1.2.2.3). Any displacement of the 

ions would result in a dipole which leads to spontaneous polarization (see figure 

1.6). This displacement can be created through a mechanical strain (piezoelectric 

effect) or through an inhomogeneous thermal dilatation due to a thermal gradient 

and the thermal anisotropy of the system (pyroelectric effect). The combination of 

this spontaneous polarization and the low mobility of charges at zero bias results in 

a piezoelectric behavior with relevant piezoelectric constants d33=12 pm/V, or e33= 

1.2C/m2,  e31=-0.5C/m2,  e15=-0.40C/m2  (for example  d33=2.3, and  d33=117 pm/V for 

quartz and PZT, respectively) [14, 15].�

Thermal energy in the environment is a potential source of energy for low power 

electronics.   This  energy  can  be  converted  into  electrical  energy  based  on 

thermoelectric modules due to the Seebeck effect, or to thermal expansion of the 

crystal  lattice  (pyroelectric  effect)  [16]. Some  commercial  products  like 

wristwatches already work at the expense of thermoelectric modules that generate 

enough power to run their mechanical components  [17]. However, thermoelectric 

modules  find  applications  only  in  very  specific  cases,  because  of  their  limited 

efficiency. This efficiency is usually measured by the dimensionless parameter ZT, 

which is a function of the Seebeck coefficient or thermoelectric power, and of the 

electrical  and  thermal  conductivities  [18].  In  an  ideal  scavenging  device,  the 

thermal  energy  would  come  as  temporal  temperature  fluctuation  in  ambient 

environment  due  to  residual  or  waste  heat,  as  opposed  to  a  constant  thermal 

gradient. Therefore, harvesting energy from temporal temperature fluctuation rather 

than spatial temperature gradients would be a more useful and potential approach 

for future research [18].  

Both  mechanical  and  thermal  energy  can  be  harvested  using  piezoelectric 

materials.  Several  types  of  piezoelectric  materials  such  as  ceramics  (lead 

zirconium titanate  and  barium titanate),  polymers  (poly  vinylidene  fluoride)  and 

macro fiber composites have been successfully used for harvesting thermal as well 

as mechanical energy  [14,16-18].  Ferroelectric ceramic/polymer composites have 

also  been  used  for  piezoelectric  and  pyroelectric  sensor  applications  as  the 
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composites can combine the mechanical compliance and flexibility of polymers with 

the high piezoelectric and pyroelectric properties of ceramics [16].  
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ZnO  is  a  unique  material  that  combines  semiconductor  and  piezoelectric 

properties [12,13] and the ease of low cost manufacturing. This makes it an ideal 

candidate  for  energy  harvesting  applications  [19-22].   The  piezoelectric  and 

pyroelectric properties of both bulk and nanostructured ZnO have been thoroughly 

studied [15,23,24]. Recently, Wang and coworkers have developed aligned arrays 

of ZnO nanowires by a VLS process on GaN and sapphire substrates and have 

utilized  them  for  energy  generation  based  on  the  deflection/vibration  of  the 

nanowires  [20-22]. In all  these systems, the fabrication procedure involves multi 

step  material  processing  and  a  difficult  device  assembly  using  precise 

manipulators, making it challenging for scalability and cost. Another drawback of 

such  approaches  is  their  limitation  of  harvesting  energy  only  from mechanical 

excitations. Even though these reports have made significant contributions and set 

benchmarks,  it  is  important  to  explore  innovative,  inexpensive,  scalable 

technologies  based  on  new  materials  and  engineering  approaches  wherein  a 

single device can be used to transform more than one form of ambient energy (e. 

g. mechanical and thermal).
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An  interesting  scaffold  material  that  could  be  used  in  designing  an  energy 

harvesting  device  is  cellulose  (main  component  of  common  paper)  since  it 

combines  many  attributes  such  as  low  cost,  light-weight,  abundance,  eco-

friendliness and availability [25-27].  Recent work shows the use of this material in 

making flexible energy storage devices such as batteries and supercapacitors [28]. 

Here  we  will  demonstrate  a  simple  procedure  for  the  synthesis  of  a  ZnO 

nanostructure-embedded  cellulose  film  (ZnO-cellulose  nanocomposite,  hitherto 

called  as  the  piezo-paper).  This  is  achieved  using  a  scalable,  low  cost,  low 

temperature solvothermal method as the one described in the previous section. 

The piezo-paper is used as an energy harvesting device and the performance is 

analyzed. The efficiency of this piezo-paper generator is evaluated and compared 

to the devices reported so far using VLS grown nanowire generators. 
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The synthesis  of  the piezo-paper  is  carried out  as follows:  a  70mm diameter 

0.47mm thick Whatman Grade No. 1 Filter Paper is soaked drop wise several times 

with solutions of zinc acetate and sodium hydroxide at 60°C alternately, with drying 

periods in between. It is clear that this method is similar to the synthesis presented 

in the previous section. However, in this case a thin layer of ZnO nanoparticles is 

first deposited on the surface of the micrometric cellulose fibers.

Thermo-gravimetric analysis was carried out on plain paper and ZnO embedded 

paper yielded ~36% (weight percent) ZnO in the paper (figure 2.3). X-ray diffraction 

is used to confirm the structure of the ZnO phase present in the paper. Figure 2.3b 

shows the  XRD spectra  of  the  ZnO coated  paper  revealing  the  ZnO Wurtzite 

structure.  Morphology and chemical  composition of  the ZnO coated paper  was 

observed by scanning electron microscopy (figure 2.3c). The ZnO nanorods formed 
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Figure  2.3:  (a)  Photographs  of  the  piezo-paper  demonstrating  mechanical  flexibility.  (b) 

Powder X-ray diffraction spectrum of the ZnO coated paper composite. The peaks correspond 

to ZnO WZ structure, and confirm the crystallinity of the growth film and nanowires. (c) SEM 

images  of  ZnO  coated  paper  at  different  magnification  and  a  schematic  diagram  of  the 

composite fibers.
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during synthesis coated uniformly the cellulose fibers and have typical diameters in 

the range of 40-100 nm and lengths between 500-1000 nm.  These ZnO nanorods 

are notably larger in diameter than the ZnO nanorods presented in the previous 

section. However, it is important to note that in this case there is no capping agent 

(PVP) to stop the growth in all directions. The 1D growth in this case is dictated by 

the exposed faces of the ZnO nanoparticles initially deposited onto the cellulose 

fibers. The low and high magnification images shown in  figure 2.3c clearly reveal 

the uniform coating on the paper over large areas of the filter paper.

	�∃�,��%�����∋���������
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For the fabrication of the devices, gold was sputtered over both sides of the paper 

until  getting a  ~500nm continuous film.  A small  piece (1.051.0 cm2)  of  the Au 

coated  piezo-paper  was  placed  between  two  copper  current  collectors  and 

laminated  with  a  commercial  ID-card  laminating  sleeve  for  isolation  from  the 

environment. The photograph of a typical piezo-paper device is shown in figure 2.4. 

The same procedure was repeated for the paper without ZnO, as control. 

The current and voltage response of the devices were measured with a Keithley 

source meter and  DAS1414 intelligent  data acquisition system with  a gain/input 

range of  ±0.1V. The typical I-V curves of the resulting 

device  and  plain  paper  are  shown in  figure  2.5.  The 

characteristic I-V curve of plain paper shows a typical 

insulating behavior (black curve). The different response 

between forward and reverse bias of ZnO paper is an 

indication  of  good  Schottky  contact  (red  curve).  The 

electrical  behavior is in good agreement with previous 

reports which indicate that the Au-ZnO system forms a 

Schottky junction  [22],  which is very important  for  the 

performance of the energy generator device. 

Before  any  response  measurement,  and  for  all  the 

devices  presented  here,  the  I-V  curve  was  taken  to 

verify  good  Schottky  diode  behavior  and  to  align  the 

otherwise randomly polarized domains in the material. 

These devices were short circuited for half an hour to 

avoid any residual charge accumulated in the devices 
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Figure  2.4: Photograph of 

the  gold  coated  piezo-

paper placed between two 

copper  foils  for  current 

collection.
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due to polling. Despite of this, we always 

observed a decaying background current 

when  measuring  due  to  the  internal 

capacitance of the device. Measurements 

were taken under both polarities to rule out 

any  possible  artifact  caused  by  the 

measurement setup.

The  piezoelectric  response  of  the 

prepared  samples  was  tested  by 

measuring the closed circuit current when 

the device was immersed in an ultrasonic 

bath (frequency ~40kHz) (see figure 2.6a). 

The current response of a typical 0.5cm2 

device, when exposed to ultrasonic waves 

in pulsed intervals of 10 s, is  c.a. 100 nA 

(figure 2.6a) leading to a current density of 

0.2  µA/cm2.  We  measured  the  forward 

current  and  the  reverse  current  (by 

inverting the probes of the source meter) 

to verify that the observed response was 

not an artifact. The device was tested under continuous excitation for 180 seconds 

showing an almost constant response; however, a slight decrease of the response 

current of ~10% was observed over the amount of time tested. It is important to 

note that the baseline of the plots shown in figure 2.6 are shifted from zero due to 

the internal capacitance of the device. The current output was measured from the 

baseline.

In order to prove the scalability of the proposed device, we stacked N numbers of 

the typical device (0.5 cm2) in series or in parallel, named a N-stack. For instance, 

the in-set  of  figure 2.6b shows a schematic  drawing of  a  4-stack.  Each of  the 

individual devices was tested to make sure their response to mechanical vibration 

was consistent. For a 4-stack connected in parallel, the currents add up, giving a 

total  of  ~500nA during operation in similar conditions as mentioned above (see 

figure 2.6b). In another experiment, a device having 25 mm2 area with ten stacks of 

individual piezo-paper connected in series, was used to measure the scalability on 
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Figure  2.5: Current versus voltage curves 

for  the  zinc  oxide  coated  paper  (red) 

compared to plain paper (black). Note that 

the shape of the piezo-paper reveals a good 

Schottky  contact  with  the  electrodes.  The 

inset reveals that the cellulose behaves as 

a  non  linear  conductor  but  with  a 

conductance of several orders of magnitude 

lower than the piezo-paper.
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voltage. The voltage measurement circuit involves a capacitive filter (0.22  µF) in 

parallel to the device in order to obtain a stable DC voltage as shown in figure 2.6c. 

The output is monitored using  DAS1414 intelligent data acquisition system with a 

gain/input range of  ±0.1V and a 350 kHz maximum sample rate, which is much 

higher than the frequency of excitation of the device (40 kHz). The initial output 

from the device without capacitive filtering is observed to be a series of highly 

fluctuating pulses of single polarity. By introducing the capacitive filter, these pulses 

are averaged out to produce a stable DC voltage. The voltage is measured in the 

differential  mode  for  better  accuracy.  The  device  is  excited  for  a  pulse  of  15 

seconds at  regular  intervals  of  30 seconds.  The arrays  of  piezo-paper  devices 

show a voltage output of ~ 40mV (figure 2.6c). It is clear from the graph that the 

time taken for charging and discharging of the capacitor is 10 and 30 seconds, 

respectively. Stable outputs are observed for about 10 cycles after which the output 

is gradually reduced.

The mechanism for charge collection in the VLS grown ZnO nanogerator was 

proposed  by  Wang and  co-workers  [22].  The ZnO nanowires  bend due to  the 

external excitation by a tip or by a zigzag electrode, inducing a displacement of the 
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Figure  2.6: Current  output  showing  the  performance  of  the  piezo-paper 

device when subjected to pulsed excitations of ultrasonic waves in forward 

and reverse bias. The figure also shows closed circuit current response and 

open circuit voltage of a stack of different piezo-paper devices connected in 

series or in parallel showing that the response is scalable.
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cations with respect to the anions, and a voltage is generated along the nanowire 

diameter.  A  current  is  driven through the  external  circuit  to  neutralize  the  ionic 

charges in the nanowires and to reduce the created voltage only when the top 

electrode touches the inner part of the deflected nanowire. The Schottky contact 

between the nanowire and the top electrode rectifies the signal, therefore showing 

a DC current on the external circuit. Recently, Gösele and his group thoroughly 

analyzed this mechanism [29]. They suggested that the high carrier concentration 

and high  electron  mobility  of  the  presumably  unintentionally  doped ZnO would 

cancel out the difference of potential  caused by the ion displacement along the 

nanowire diameter after straining it in less than 1 picoseconds. Furthermore, they 

point out that there is no Schottky barrier at room temperature for voltages below 

25mV, so there is no real rectification of current for the voltages harvested in such 

experiments. 

In  the  device  we  have  proposed  here,  the  energy  harvesting  mechanism  is 

slightly different from what has been suggested earlier [22], and can be explained 

as follows. The mechanical waves make the fibers vibrate, thus creating two types 

of stresses on the ZnO coated paper: a) as contiguous fibers vibrate, the nanorods 

on  their  surface  are  rubbed  against  each  other,  causing  them  to  deflect,  and 

generating  a  potential  difference (or  piezoelectric  potential)  along the  nanowire 

diameter; and b) since the fibers are coated with a ZnO thin film, there is a strain 

due to the vibration of the fibers. The ion displacement due to this strain creates a 

difference of potential along the thin film, therefore increasing the time for potential 

screening due to the intrinsic carriers in the ZnO film. This increase in the time for 

potential screening allows the current to flow through the external circuit.  In this 

case, the potential difference that drives the current from one electrode to the other 

is in the ZnO thin film, and the difference of potential within individual nanorods 

barely contributes. Now, the electrodes always make contact with the sample, so 

that the response observed cannot be accounted for short circuit.

The maximum power output for our typical single layer devices presented in this 

work are ~11.3 nW/cm2 for conversion of mechanical energy into electrical energy. 

The best power output achieved in previous reported work using vapor grown ZnO 

nanowire devices is reported to be 83 nW/cm2  [22]. Same configuration of ZnO 

paper devices shows power output (~75 nW/cm2) for conversion of thermal energy 

into electrical energy. The output power for conversion of mechanical energy is less 
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than the reported values,  yet  comparable; 

however,  the  piezo-paper  is  quite  easy  to 

synthesize  by  inexpensive  processes  and 

can  transform  more  both  mechanical  and 

thermal energy into electricity which makes 

our approach appealing.

	�∃�−��%!���∋���������
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A  cement-on type  K  thermocouple  from 

Omega  was  attached  to  a  1  cm2 piezo-

paper  and  laminated  to  measure  the 

temperature of the device. The temperature 

was  monitored  by  Lakeshore  331 

temperature  controller. The  closed  circuit 

current  and  open  circuit  voltage  of  ZnO 

paper were measured by placing the device 

on heating plate maintained at 120°C for 15 

seconds and allowed to cool for 45 seconds 

in air. 

Figure 2.7a shows the device temperature 

T, the rate of change of temperature (dT/dt) 

and the pyroelectric current (Ip)  on common time scale.  Figure 2.7b shows the 

pyroelectric voltage (Vp) with device temperature T and rate of temperature change 

(dT/dt).  The pyroelectric voltage (Vp) and current (Ip) respond well to the steps in 

temperature  time  derivative  and  increase  in  amplitude  with  time.  Voltage  and 

current  follow  the  temperature  and  are  proportional  to  the  rate  of  change  in 

temperature. The sign of measured current or voltage is consistent with the sign 

associated  with  the  temperature  derivative  which  is  characteristic  of  the 

pyroelectric effect. Both Ip and Vp were measured at relatively-high temperature 

rate, where the maximum was 5.8 °Cs−1over a temperature range between 22 and 

98°C. The peak Ip and Vp were ~1.5- 2.5 µA (figure 2.7a) and ~80-100mV (figure 

2.7b), respectively.  Figure 2.8a shows the closed circuit current of devices with 

repetitive heating cooling cycles and corresponding temperature profile. The data 

clearly indicate that the current output was originated from ZnO paper as a result of 
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Figure 2.7: (a) closed circuit current as a 

function of temperature showing that the 

rate  of  change  of  temperature 

corresponds  to  a  signal  in  the  current 

measurement.  Similarly  (b)  shows  an 

open circuit voltage measurement across 

an external capacitor.
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heating, as the output coincided with the working cycle (figure 2.8a). Furthermore, 

the output signal switched in sign from positive to negative when the measured 

polarity was switched from forward to reversed connection (figure 2.8b). A similar 

pattern in the open circuit voltage output was also observed, as shown in (figure 

2.8c  and  d).   The  theoretical  current  density  of  pyroelectric  device  can  be 

calculated classically by  	�
���
��

�

,  where, A, p and dT/dt  are the effective 

area of  device,  pyroelectric  coefficient  and rate of  change of  temperature.  The 

pyroelectric coefficient of bulk ZnO is 14 µCm-2K-1 and rate of heating of ZnO paper 

is  5.8  °Cs−1 [87].  Therefore,  according  to  this  model,  the  theoretical  estimated 

current output for 1cm2 thin film of ZnO should be 8.12 nA. However the observed 

output of 1cm2 ZnO paper is 1.5 µA which is ~180 times higher than same size of 

thin crystalline ZnO film. 

At first sight, there is an apparent increase in the pyroelectric response but it can 

be seen that there is no such effect. The factors that influence the pyroelectric 

properties of thin films can be categorized into two groups: 1) surface and size 

effects,  2)  residual  stress  due  to  mismatch  in  the  lattice  parameters  and  the 
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Figure  2.8:  (a)  Closed  circuit  current  of  1cm2 devices  as  a  function  of 

temperature  during  heating-cooling  cycles.  The  current  response  is 

consistent in forward and reverse polarity. (b) shows the open circuit voltage 

during cooling-heating cycles.
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thermal expansion coefficient between the film and the substrate [30, 31]. Here the 

ZnO film was grown in a highly  porous paper  composed of  micron size fibers. 

These fibers are covered completely with crystalline continuous ZnO thin film, and 

with ZnO nanorods. The surface area can be estimated to be at least a couple of 

orders of magnitude larger than the one proposed above (e.g. 800 cm2). This would 

yield a theoretically estimated current of 6.4 µA/cm2 at 5.8°Cs-1.  The measured 

current is comparable to maximum estimated current for ZnO film. 

In order to verify this hypothesis, current measurements were carried out as a 

function of  the area of piezo-paper device.  The maximum theoretical  current  is 

estimated to  increase as  25.6  µA and  57.6  µA for  a  4  cm2 and 9  cm2 device 

respectively. The measured current output from these devices were ~20 µA and 

~46 µA, respectively, which are comparable to theoretical  estimated values and 

confirm the enhanced power output is due to high surface area of ZnO film. The 

ZnO film is poorly bonded with cellulose fiber therefore residual stress is negligible 

hence its contribution in output current is ruled out. 

The maximum power output for our typical single layer devices presented in this 

work is  c.a. 750 nW/cm2 for temperature rate of approximately 5.8°Cs−1. Recent 

studies show a peak power density for thin film of PZT and thin-film lead scandium 

tantalate is 0.23 µWcm−2 and 125 µWcm−2 respectively for a maximum temperature 

rate of approximately 15°Cs−1. The pyroelectric coefficient of PZT and thin-film lead 

scandium tantalate are 238 µCm-2 K-1 and 6000µCm-2 K-1 which are much higher 

than  the  pyroelectric  coefficient  of  ZnO (14  µCm-2K-1)  [14,30]. The  device  was 

tested  under  continuous  heating  for  30  minutes  showing  an  initial  increase  in 

voltage to 100 mV and a decrease in the response voltage of ~40% was observed 

over the time tested.

	�∃�.����) ∋��# �������∋���&���

The piezo-paper devices presented here can in principle, be used to transform 

mechanical  and  thermal  energy  into  useful  electrical  energy.  However,  its 

applications are rather  restricted by the power outlet.  For  instance,  to  power a 

10mW small motor, our approach would require around ~13 m2 of paper based on 

pyroelectric power output and 88m2 based on piezoelectric power output which still 

is economically viable,  while for other reported nanowires based devices would 

require around 12 m2 of Si or GaN wafer grown nanowire arrays which is difficult to 
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implement. None of these are practical; still, one can think of applications where a 

small scale device could be helpful. 

The  low  cost  of  paper,  its  light  weight,  ease  of  fabrication  and  mechanical 

flexibility  should  make  our  piezo-paper  based  devices  quite  competitive  in 

applications  compared  to  previously  reported  nanogenerator  technologies. 

Moreover,  by using thinner  paper matrices, we could improve the performance, 

although this might compromise the mechanical flexibility of the devices.
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We have presented the synthesis and performance of  a  low cost  ZnO based 

paper device for the generation of electrical current when exposed to mechanical 

excitation  or  thermal  energy.  ZnO  is  embedded  in  commercial  paper,  using  a 

simple  and scalable  synthesis  method,  producing  a  multifunctional  piezo-paper 

which can be integrated with a wide variety of structures. The scalability of the 

device has been proven by stacking these in parallel, which scales the current to 

higher values. The feasibility of using this paper as energy harvesting devices is 

demonstrated. Our results open up new fabrication approaches for the realization 

of low cost flexible energy generators and sensors that could power devices from at 

different scales.

The purpose of this work has been to contribute with the development of ZnO 

nanoscale  science  through  a  nanocomposite  based  on  ZnO  nanorods  and 

nanostructured film. This composite presents several advantages over the devices 

that were reported before our work was carried out: 1) It is synthesized through a 

low-cost low temperature method; 2) on top of a low cost substrate; 3) the whole 

device  is,  in  principle,  bio-degrabable  and  environmentally  benign,  given  its 

components. In fact, it has been shown that ZnO nanowires dissolve to less than 

50% of their volume in different bio-fluids after 6 to 12 hours [32], which opens the 

possibility  of having a dispensable device for specific functions inside the body. 

However, the output of our device is somewhat below the output of the all-solid-

state devices that have been proposed before. Nevertheless, the possibility of a 

lower cost and a broader set of applications due to the bio-compatibility could make 

this kind of devices more attractive. 

As  it  has  been  stated  in  the  text,  the  piezoelectric  contribution  to  the  ZnO 
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nanorods  is  negligible,  and  instead  the  ZnO  thin  film  is  responsible  for  the 

formation of the dipole and the final current collection. In this sense, the device 

presented here does is not nanotechnology, according to the definition given in the 

introduction. However, it should be possible to find other scaffold structures which 

would  favor  the  collection  of  pyroelectric  or  piezoelectric  currents  from  the 

nanorods.  This  should  be  explored  keeping  in  mind  that  the  low  cost  of  the 

substrate is what make this kind of device attractive. For instance, an aligned array 

of nanorods placed between two low cost substrates which could be compressed 

would  be  ideal,  since  this  kind  of  device  would  make  use  of  the  highest 

piezoelectric coefficient of the nanorods.

	�−��	�−�����∋�����∋������% /∋�
∀��% /∋�
∀����0��10��1

U.S. Provitional Patent 61/146,421: “Multifunctional Integrated Composite Unit For 

Energy Generator, Storage and Strain Sensor and Method of Use Thereof”. Filed 

January 22, 2009 by P. M. Ajayan and Ashavani Kumar of Rice University and A. 

R. Botello-Méndez, Mauricio Terrones and Humberto Terrones of IPICYT.

Ashavani  Kumar,  Andres  Botello-Mendez,  Hemtej  Gullapalli,  Robert  Vajtai 

Mauricio  Terrones, Pulickel  M.  Ajayan.  Low  cost,  multifunctional,  piezoelectric 

paper for energy harvesting. Nano Lett. (submitted)

	�.��	�.�����#������
�#������


[1]. Wang, Z. L. Zinc oxide nanostructures: growth, properties and applications. J. Phys.  

Condens. Matter. 16, R829-R858 (2004).

[2]. Koch, U., Fojtik, A., Weller, H. & Henglein, A. Photochemistry of semiconductor colloids. 

Preparation of extremely small ZnO particles, fluorescence phenomena and size quantization 

effects. Chem. Phys. Lett. 122, 507-510 (1985).

[3]. Bahnemann, D.W., Kormann, C. & Hoffmann, M.R. Preparation and characterization of 

quantum size zinc oxide: a detailed spectroscopic study. J. Phys. Chem. 91, 3789-3798 (1987).

[4]. Haase, M., Weller, H. & Henglein, A. Photochemistry and radiation chemistry of colloidal 

semiconductors. 23. Electron storage on zinc oxide particles and size quantization. J. Phys.  

Chem. 92, 482-487 (1988).

[5]. Hu, Z., Oskam, G., Lee Penn, R., Periska, N., & Searson, P. The Influence of Anion on the 

Coarsing Kinetics of ZnO Nanoparticles. J. Phys. Chem. B. 107, 3124 (2003).

[6]. Viswanatha, R., Amenitsch, H., & Sarma, D.D. Growth Kinetics of ZnO Nanocrystals: A 

Few Surprises. J. Am. Chem. Soc. 129, 4470 (2007).

54



����������	
��

[7]. Hu, Z., Escamilla Ramírez, D.J., Herdia Cervera, B.E., Oskam, G., & Searson, P. Synthesis 

of ZnO Nanoparticles in 2-Propanol by Reaction with Water. J. Phys. Chem. B. 109, 11209 

(2005).

[8]. Yang, C., Li, Y., Xu, G., & Ma, X. Microstructure Characterization of Single-crystal ZnO 

Nanorods Synthesized by Solvothermal at Low Temperatures. J. Mater. Scil Technol. 23, 583 

(2007).

[9]. García, S. P. & Semancik, S. Controlling the Morphology of Zinc Oxide Nanorods 

Crystallized from Aqueous Solutions: The Effect of Crystal Growth Modifiers on Aspect Ratio. 

Chem. Mater. 19, 4016 (2007).

[10]. Beeby, S. P., Tudor, M. J., White, N. M. Energy harvesting vibration sources for 

Microsystems applications. Meas. Sci. Technol. 17, R175-R195 (2006). 

[11]. Hochbaum, A. I., Chen, R., Delgado, R. D., Liang, W., Garnett, E. C., Najarian, M., 

Majumdar, A., Yang, P. Enhanced thermoelectric performance of rough silicon nanowires 

Nature 451, 163-167 (2008).

[12]. Nickel, N. H.; Terukov, E. Zinc Oxide – A Material for Micro- and Optoelectronic 

Applications. Springer, The Netherlands, 2005, Chapter 1.

[13]. Elmer, K.; Klein, A.; Rech, B. Transparent Conductive Zinc Oxide: Basics and Applications 

in Thin Film Solar Cells. Springer-Verlag Berlin Heidelberg 2008, Chapter 1.

[14]. Polla, D.L., Francis, L. F. Processing and Characterization of Piezoelectric Materials and 

Integration into Microelectromechanical Systems. Annu. Rev. Mater. Sci. 28, 563-597(1998).

[15]. Hill, N. A., Waghmare, U. First-principles study of strain -electronic interplay in ZnO: 

Stress and temperature dependence of the piezoelectric constants. Phys. Rev. B 62, 8802 

(2000).

[16]. Paradiso, J. A., and Starner, T., Energy scavenging for mobile and wireless electronics. 

Prevasive Computing, January - March, 18 – 27 (2005).

[17]. Boukai, A.I. et al. Silicon nanowires as efficient thermoelectric materials. Nature 451, 168-

171 (2008).

[18]. Whatmore, R. W. Pyroelectric devices and materials. Rep. Prog. Phys. 49, 1335-1386 

(1986).

[19]. Zhou, J., Xu, N., Wang, Z.L. Dissolving Behavior and Stability of ZnO Wires in Biofluids: A 

Study on Biodegradability and Biocompatibility of ZnO Nanostructures Adv. Mater. 18, 2432-

2435 (2006).

[20]. Wang, X., Song, J., Liu, J., Wang, Z. L. Direct Current Nanogenerator Driven by Ultrasonic 

Waves. Science 316, 102-105 (2007).

[21]. Qin, Y., Wang, X., Wang, Z. L. Microfibre-nanowire hybrid structure for energy scavening. 

Nature 451, 809-813 (2008).

[22]. Liu, J., Fei, P., Zhou, J., Tummala, Rao., Wang, Z. L. Toward high output-power 

nanogenerator. Appl. Phys. Lett. 92, 173105-07 (2008).

[23]. Wu, X., Vanderbilt, D., Hamann, D. R. Systematic treatment of displacements, strains, and 

electric fields in density functional perturbation theory. Phys. Rev. B 72, 035105-18 (2005).

[24]. Ye, C. P., Tamagawa, T.,  Polla, D. L. Experimental studies on primary and secondary 

55



�	
���	�����������

pyroelectric effects in Pb(Zrx,Ti1-x)O3, PbTiO3, and ZnO thin films J. Appl. Phys. 70, 5538-

5543(1991).

[25]. Klemm, D., Heublein, B., Fink, H.-P., Bohn, A. Cellulose: Fascinating Biopolymer and 

Sustainable Raw Material. Angew. Chem., Int. Ed., 44, 3358-3393 (2005).

[26]. Fukada, E. History and Recent. Progress in. Piezoelectric PolymersIEEE Trans. Ultrason.  

Ferro. Freq. Contr. 47, 1277-1290 (2000).

[27]. Kim, J., Yun, S. Discovery of cellulose as a smart material. Material Macromolecules  39, 

4202-4206 (2006).

[28]. Pushparaj, V. L., Shaijumon, M. M., Kumar, A., Murugesan, S., Ci, L., Vajtai, R., Linhardt, 

R., Nalamasu, O., Ajayan, P. M. Flexible energy storage devices based on nanocomposite 

paper. Proc. Nat. Acad. Sci. 104, 13574-77(2007).

[29]. Alexe, M., Senz, S., Schubert, M. A., Hesse, D., & Gösele, U. Energy Harvesting Using 

Nanowires Adv. Mater., 20, 4021-4026 (2008).

[30]. Huang, H., Sun, C. Q. and Hing, P. Surface bond contraction and its effect on the 

nanometric sized lead zirconate titanate J. Phys: Condens. Mater. 12, L127-L132 (2000).

[31]. Xie, J., Mane, P.P., Green, C.W., Mossi, K.M., & Leang, K. ASME Conference on Smart 

Materials, Adaptive Structures and Intelligent Systems

[32]. Zhou, J., Xu, N.S. & Wang, Z.L. Dissolving behavior and stability of ZnO wires in biofluids: 

A study on biodegradability and biocompatibility of ZnO nanostructures. Adv. Mater 18, 2432–

2435 (2006).

56



����������	
��

����������	��������	

	�
�������
������
�����������������������
�������
������
�������������������������

��������������

���
��
����
��
�

3.1.Introduction.......................................................................................................59

3.2.Electronic and magnetic properties of ZnO nanostructures......................59

3.3.Planar ZnO: beyond the Wurtzite structure..................................................69

3.3.1.Structural defects in planar ZnO.........................................................73

3.4.Edges in planar ZnO........................................................................................74

3.4.1.Electronic properties...........................................................................78

3.4.2.Magnetic properties...........................................................................83

3.5.Conclusions......................................................................................................91

3.6.Computational details.....................................................................................91

3.7.Related published work...................................................................................94

3.8.References........................................................................................................94

57



�	
���	����������������������	�

58



����������	
��

	����	�������
��� �
����
��� �
���

The applications of ZnO have received a new twist with the synthesis of a rich 

family of nanoscale structures ranging from nanowires and nanorods, to nanobelts, 

nanodisks, nanotubes, nanoribbons, nanoparticles, tetrapods, etc  (see  �1.3) The 

properties of these nanostructured materials differ from the bulk counterpart, and 

thus  open  the  possibility  for  a  new  range  of  applications.  In  particular,  ZnO 

nanoparticles can exhibit interesting magnetic properties which is the subject of the 

work presented in �3.2.

ZnO  usually  crystallizes  in  the  Wurtzite  structure.  However,  it  is  possible  to 

synthesize ZnO in the Zinc-blende structure on top of an adequate substrate or in 

the Rocksalt structure at high pressures. In 2007, it was found that ZnO could be 

observed in a new Hexagonal planar phase. While the electronic, magnetic and 

mechanical  properties of the Wurtzite,  Zinc-Blende and Rocksalt  structure have 

been studied for some time, the properties of the Hexagonal phase are relatively 

unknown. �3.3 and �3.4 are devoted to the study of the Hexagonal phase of ZnO, 

paying  particular  attention  on  the  edges  and edge states  that  arise  when one 

considers  a  finite  system.  The  electronic  and  magnetic  properties  of  ZnO 

nanoribbons are analyzed in detailed, and constitute the most original result of this 

work, which eventually links to �6 of this thesis. 
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Recently, efforts have been carried out in order to understand, from experiments, 

the  growth  mechanisms  of  ZnO  nanoparticles  so  that  their  size,  morphology, 

number of defects and impurities are controlled [1-5]. Despite of these efforts, the 

effect of impurities and defects on the properties of ZnO nanoparticles remains 

unclear. Dietl and coworkers predicted that ZnO nanoparticles doped with transition 

metals  (the  so-called  dilute  magnetic  semiconductors)  would  exhibit 

ferromagnetism above room temperature  [6].  Ever since,  much effort  has been 

focused  towards  synthesizing  and  probing  the  magnetic  properties  of  such 

systems. The recent  observation of  ferromagnetism in  un-doped semiconductor 

oxide nanoparticles (TiO2,  ZnO, In2O3,  SnO2,  and CeO2)  [7],  and other unusual 
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magnetic  responses  in  ZnO  doped  with  transition  metals  [5],  have  created 

excitement in order to answer questions regarding the origin of magnetism in these 

systems.  However,  the  observations  are  controversial,  and  the  origin  of  the 

ferromagnetism in these ZnO systems is still under debate. 

In  this  context,  Sundaresan  et  al. found  ferromagnetism experimentally  as  a 

general feature for nanoparticles of several oxide semiconductors  [7]. In addition, 

García et al. have found a magnetic behavior in undoped ZnO nanoparticles with 

organic  passivation  [8].  They  report  that  the  nanoparticles  grown  in  a 

dodecanethiol  environment  present  a  large  ferromagnetic  response  (see  figure 

3.1). This response is not observed when the nanoparticles are capped with amine 

or phosphine groups. Banerjee et al. observed an enhancement of ferromagnetism 

upon thermal annealing in ZnO nanoparticles grown by a micellar method from a 

sulfur based compound [9]. Magnetism has also been found in ZnO systems doped 

with non-magnetic atoms. Recently, Pan et al. reported ferromagnetism in ZnO thin 

films doped with carbon, from both experiment and theory [10]. Despite the fact that 

doping and/or passivating ZnO with non-magnetic ions results in the presence of 

magnetic properties, it is far from clear the nature of this unusual effect. Therefore, 

efforts for understanding the origin of the ferromagnetic behavior in these systems 

are still needed and further research should be carried out.

Several  theoretical  calculations  of  the  geometry  and  electronic  structure  of 

clusters  and  nanoparticles  have  been  carried  out  for  ZnO  and  other 

semiconductors[11-18]. The magnetism experimentally observed for these systems 

has been attributed to O vacancies, Zn vacancies, intrinsic defects and interstitials. 
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Figure  3.1: Magnetization curve loops for  ZnO nanoparticles capped with different  organic 

molecules at 5K and at room temperature [8].
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In this context, Dalpian and 

co-workers   have  recently 

studied  the  magnetic 

properties of undoped ZnO 

clusters [19]. These authors 

claimed  that 

ferromagnetism  should  be 

mediated through extended 

surface  states,  since  no 

single  kind  of  defect  is 

found to be responsible  of 

the  obtained  magnetic 

moment  [19].  Coey  et  al. 

suggested  an  alternative 

charge-transfer  mechanism 

from  the  core  of  the 

nanocrystal to its surface to 

explain  ferromagnetism  in 

oxide nanoparticles [20].

We have reported the structural, electronic, and magnetic properties of carbon- 

(C-)  sulfur  (S-)  and non-doped ZnO clusters calculated using first  principles.  In 

addition, the effect of sulfur passivation was evaluated. The impurity addition is 

carried out by the substitution of an O atom by C or sulfur impurities on the surface 

of the ZnO nanoparticles. On the other hand, sulfur passivation is carried out by 

attaching sulfur atoms to Zn atoms that have low coordination number (<3). We find 

that for undoped ZnO clusters, the magnetic state is located at the surface, where 

the  atoms rearrange in  a  planar-like fashion,  but  this  behavior  is  not  extended 

beyond this surface. For C-doped ZnO systems, we found a magnetic moment only 

when the C atom is located at the outer part of the surface of the ZnO nanoparticle. 

The  S-doped  ZnO  systems  studied  here  (S  replacing  a  Zn  or  O  atom),  are 

nonmagnetic and exhibit a large HOMO-LUMO gap. However, if a stoichiometric 

ZnO  cluster  is  capped  with  S  (e.g. S  bonded  to  Zn),  the  cluster  exhibits  a 

ferromagnetic response.

The effect of geometrical relaxation of the ZnO clusters is depicted in figure 3.2, 
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Figure  3.2: Geometry  of  pure ZnO clusters  (zinc atoms in 

green,  oxygen atoms in  red).  The unrelaxed systems were 

constructed from the ZnO Wurtzite crystal  and it  has been 

used as starting geometry in our calculations of the relaxed 

systems. The optimal  structures have been obtained using 

the conjugate gradient algorithm in the framework of density 

functional theory and the local spin density approximation. 
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where the comparison of the relaxed geometry of the clusters with their Wurtzite-

like counterparts is shown. For the Zn6O6 cluster, it is evident in the side view that 

the structure flattens, forming two connected hexagonal rings, in agreement with 

previous results [16-18]. From the top view, it can be noted that the O atoms tend to 

locate in  the outer  part  of  the hexagonal  rings.  The Zn15O15 cluster structure is 

heavily changed after relaxation. The optimized geometry is a cage-like structure 

where all the atoms are on the surface. The angles of the bonds are considerably 

different showing hexagonal and square rings as can be seen on the side view. It 

can be observed (from the top view) that the O atoms tend to be on the outer part 

of the structure as in the previous case. The Zn33O33  cluster is less modified after 

relaxation. A three-fold symmetry axis is preserved, (see top view). From the side 

view,  one  could  notice  that  the  middle  layers  preserve  somewhat  the  Wurtzite 

structure, however, in the first layer, the O and Zn atoms show an inward relaxation, 

and both atomic species share the same plane. The Zn45O45 cluster exhibits a large 

atomic  rearrangement,  and  tends  to  be  more  spherical.  The  O atoms  tend  to 

occupy the outer  part  of  the cluster.  In general,  all  optimized clusters exhibit  a 

surface self-reconstruction, thus avoiding low coordination atoms. Similar results 

were  obtained  by  Puzder,  et  al. using  first-principles  calculations  for  CdSe 

nanoparticles [21]. 

Figure 3.3 depicts the electronic density of states (or a sum of Lorentzians with a 

broadening of 0.08eV centered at each energy level) with up and down spins for 

pure ZnO clusters. Note that almost all  clusters exhibit  a wide highest occupied 

molecular orbital (HOMO) – lowest unoccupied molecular orbital (LUMO) gap (see 

figure 3.3a, 3.3b, and 3.3d); except the Zn33O33 cluster which shows states with 

spin up and down at the Fermi level as shown in  figure 3.3c. In this cluster, we 

observe a shift  between the spin up and down density of states. The magnetic 

moment obtained is 1.87µB. The density of states of the Wurtzite-like clusters (i.e. 

before relaxation) showed midgap states (not shown here) that were removed after 

relaxation.  These  midgap states  were  also  reported  by  Puzder,  et  al. in  CdSe 

nanoparticles [21]. 

According to the Mulliken population analysis, the bonding in the Zn6O6 cluster is 

relatively more ionic (i.e., there is more charge transfer between the ions) than the 

bonding in bulk ZnO. After charge rearrangement, all the O atoms are equivalent 

and all the Zn atoms are equivalent. This ionic character can be expected, since 
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the Zn6O6 cluster resembles the RS structure. For the Zn15O15 cluster almost all 

atoms are equivalent with an ionicity similar to the Zn6O6 cluster, except for three 

atoms located in the square rings which show an even more ionic character.  For 

Zn45O45,  the bonding  of  the  atoms at  the surface have an ionicity  close to  the 

observed in the Zn6O6 cluster, and the inside atoms have a bond nature very close 

to the bulk case.

In order to understand the origin of the magnetism found in Zn33O33 clusters, we 

have calculated the local  density  of  states averaged on O and Zn atoms. It  is 

observed that both types of atoms of the cluster exhibit unpaired spins, although 
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Figure  3.3: Total  spin-polarized electronic  density  of  states (DOS) for  pure  ZnmOm 

clusters (m=6, 15, 33, and 45) after an atomic relaxation. The Fermi energy is set in 

zero (see the vertical dashed line). In each plot, the upper and lower panel corresponds 

to the DOS with spin up and down respectively. Amount the considered clusters; it has 

found that the Zn33O33 cluster exhibits a magnetic moment of 1.87µB. In our calculations, 

all starting cluster geometries have been obtained from the Wurtzite structure and they 

have been relaxed using a conjugate gradient algorithm. 
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the contribution of the O atoms 

is more important. Specifically, 

the contribution to the magnetic 

moment is mainly due to the O 

atoms  located  at  the  top  flat 

layer  where  the  O  and  Zn 

atoms  share  the  same plane. 

The six O atoms contribute, but 

the  double-coordinated  O 

atoms  exhibit  larger  magnetic 

moments.  Dalpin  et  al. have 

proposed  that  magnetism  in 

undoped  ZnO  systems  arise 

from  a  delocalized  surface 

state  [19].  In  agreement  with 

their  work,  we  find  that  the 

magnetic state is found at the surface, and that is only found when there is some 

kind of order inside the cluster. However, in our case, this state is not extended 

(see figure 3.4a). It is also important to emphasize that the cases where Dalpin et 

al.  find  a  magnetic  moment  are  those  in  which  planar  or  graphitic-like 

reconstruction  has  been  achieved  [19].  Comparing  their  results  to  ours,  we 

conclude that this graphitic-like reconstruction is necessary for a magnetic moment 

to  be  observed  (see  figure  3.4a).  Certainly,  this  behavior  is  not  unique  for 

nanoparticle  systems.  Later,  in  �3.4 we  will  show  that  ZnO  nanoribbons  with 

graphitic-like structure with zigzag edges could be metallic and ferromagnetic. In 

that case, unpaired spins emerge in O atoms localized in one-side of the ribbons 

(O-dominated edge). In addition, new electronic properties have been observed for 

other semiconductor systems when edges or surface effects are introduced. For 

instance, Zhang et al. [22] have recently found ferromagnetism in nanosheet films 

made of molybdenum disulfide due to edge effects (see �6.5).

When ZnO clusters contain a C impurity (figure 3.5), the systems exhibit either 

states  at  the  Fermi  level,  or  a  reduction  in  the  HOMO-LUMO gap,  as  can be 

confirmed from the electronic density  of  states (see figure 3.6).  In  this  context, 

recent experimental studies on C-doped ZnO thin films have revealed a reduction 
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Figure 3.4: Spin density (i.e. density up – density down) 

of  three  systems  exhibiting  a  magnetic  moment.  The 

Zn33O33 non-doped (a) cluster exhibits a magnetic state 

at  the  planar  graphitic-like  surface.  b)  Carbon-doped 

clusters  (b,  c)  exhibit  with  a  magnetic  state  at  the  C 

impurity, which extended to its neighbors at the surface. 
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in the resistivity when compared to the undoped case [23].

In  order  to  understand the  effect  of  a  C impurity,  we compared the  Mulliken 

populations of the different clusters. For the Zn6O5C cluster (see figure 3.5), our 

calculations reveal that the Zn-C bonding is more ionic than the Zn-O bond. In 

addition, the length of the Zn-C bond is larger than that of Zn-O. The Zn-O bond 

distance and character of the three nearest O atoms is affected. The farthest O 

atoms behave like an O atom on the pure Zn6O6 cluster. The C atom displays an 

electronic charge of 2.993 electrons with spin up and 1.392 electrons with spin 

down, thus leading to a magnetic moment of 1.6µB. Therefore, it can be concluded 

that  the  spin  polarization  observed  in  figure  3.6a is  mainly  due  to  the  C  spin 

polarization  (see  figure  3.4b).  Similarly,  the  spin  polarization  found  in  the  spin 

density  of  states  of 

Zn33O32C (see figures 3.4c 

and 3.6c), was due to the 

C site polarization. For C-

doped  ZnO  nanosystems, 

the magnetic  state  is 

localized at the C impurity, 

and  extended  along  its 

neighbors  located  on  the 

surface. The  atom 

rearrangement  shown  in 

figure 3.4 suggests that the 

magnetic behavior in C-doped systems occur only when the C atom “pops out” 

from its  surface,  but  not  when the C atom “pops into”  the cluster.  This  in  turn 

suggests that the magnetic behavior of C-doped ZnO systems depend heavily on 

the bonding environment of the C atom.

The effect of the substitution of an O atom by a S atom in the geometry of ZnmOm-

1S clusters is shown in figure 3.7. Similar to the C impurity case, the difference in 

the  Zn-S  and  the  Zn-O bond  length  displaces  the  S  atom outwardly  from the 

hexagonal rings of the Zn6O5S cluster. For the Zn15O14S cluster, the cage geometry 

is very similar to that found in the pure case (compare with  figure 3.2). The two 

next cases, as in the previous section, do not show any traces of symmetry, and 

the clusters tend to be more spherical.
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Figure  3.5: Optimized geometries  for  ZnO clusters  with  a 

carbon impurity. An oxygen atom on the surface was replaced 

by a carbon atom.
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From the density of states shown in  figure 3.8, it  is noteworthy that all  the S-

impurity clusters reveal a large HOMO-LUMO gap with a null magnetic moment. 

The magnetic moment observed in the Zn33O33 cluster vanishes after a S impurity 

is added. The nature of the Zn-O bonding is the same as in the pure case, but the 

Zn-S bond is more ionic. At first sight, these findings seem in contradiction with the 

experimental  results of Garcia  et al.,  where thiol  capped ZnO nanoparticles are 

found to have a ferromagnetic response [8]. However, we will show below that by 

capping a ZnO cluster  with S atoms (i.e., adding a S atom to a Zn atom with 

coordination  less  than  three),  a  strong  magnetic  moment  could  be  created. 
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Figure 3.6: Total spin-polarized electronic density of states (DOS) for carbon impurity ZnO 

clusters (ZnmOm-1C, with m=6, 15, 33, and 45) after an atomic relaxation. The Fermi energy 

is  set  in  zero  (see the  vertical  dashed  line).  In  each plot,  the  upper  and  lower  panel 

corresponds to the DOS with spin up and down respectively.  The Zn6O5C and the Zn33O32C 

clusters exhibit a magnetic moment of approx. 2.0µB. In our calculations, all starting cluster 

geometries have been obtained of the Wurtzite structure and they have been relaxed using 

a conjugate gradient algorithm.
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Therefore,  we  conclude 

that the incorporation of S 

atoms  into ZnO 

nanoparticles  reduces  the 

magnetic  properties  of 

ZnO  nanoparticles,  while 

passivation  or  capping  of 

ZnO nanoparticles  with  S 

atoms  enhances  the 

magnetic  properties  of 

such ZnO nanosystems.

Table 3.1 presents the Eg 

for  the  different  ZnO clusters.  For  the  pure  case,  there  is  no  clear  correlation 

between the Eg and size, as reported earlier [12-14]. For C-impurities, the Eg is in 

general, reduced with respect to the pure case. However, the Zn33O32C exhibits a 

rather  strange  behavior.  It  exhibits  both  a  spin  up  and  down  Eg,  but  a  spin 

polarization. The S-doped case shows a bigger Eg than the pure case, except for 

the case of Zn45O44S. Albeit, the projected density of states reveals that the S is not 

contributing states around the Fermi level.

García  et  al., demonstrated  that  thiol  passivated  nanoparticles  exhibit  a 

ferromagnetic response [8]  (see figure 3.1). Therefore, we also investigated the 

effect of passivating a ZnO nanocluster with S atoms. We performed spin-polarized 

calculations  on  a  Zn15O15 cluster  constructed  from  the  Wurtzite  crystal,  and 

attached S atoms to each of the Zn atoms with coordination number less than four 

(see the unrelaxed cluster in figure 3.9). The whole structure was then energetically 

minimized.  In  this  case,  although the  unpassivated  Zn15O15 showed  a  zero 

magnetic  moment  without  states  at  the  Fermi  level (see  figure  3.3), the  S-

passivated cluster exhibits a huge magnetic moment (µ = 5.5 µB) and states at the 

Fermi level (see figure 3.9). The magnetic moment arises mainly from the S atoms. 

We note from the relaxed molecule that the S atoms tend to bond with other S 

atoms and with Zn atoms rather than with O atoms. The results for this particular 

cluster  clearly  confirm  that  S  atoms  play  a  crucial  role  in  determining  the 

ferromagnetic properties, but only when passivating the surface, as opposed as 

doping. The DOS of the Zn15O15 cluster is interesting because it exhibits only spin-
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Figure  3.7: Optimized geometries  for  ZnO clusters  with  a 

sulfur impurity. An oxygen atom on the surface was replaced 

by a sulfur  atom. Arrows indicate the position of  the sulfur 

atoms.
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Figure 3.8: Total spin-polarized electronic density of states (DOS) for sulfur-impurity ZnO 

clusters (ZnmOm-1S, with m=6, 15, 33, and 45) after an atomic relaxation. The Fermi energy 

is  set  in  zero  (see the  vertical  dashed line).  In  each plot,  the  upper  and  lower  panel 

corresponds to the DOS with spin up and down respectively. Note that all systems exhibit a 

large  HOMO-LUMO gap.  In  our  calculations,  all  starting  cluster  geometries  have been 

obtained of the Wurtzite structure and they have been relaxed using a conjugate gradient 

algorithm.

Pure system Zn6O6 Zn15O15 Zn33O33 Zn45O45

Eg (eV) 2.1243 2.3401 0.0000 1.8175

C-impurity Zn6O5C Zn15O14C Zn33O32C Zn45O44C

Eg (eV) 1.1504 1.3212 0.5038 1.0298

S-impurity Zn6O5S Zn15O14S Zn33O32S Zn45O44S

Eg (eV) 2.3061 2.4431 0.8409 1.4671

Table  3.1:  HOMO-LUMO gap (Eg) in eV units for the different clusters. All  the 

clusters exhibit a large HOMO-LUMO gap, except for the Zn33O33. In general, the 

Eg  of  the  carbon-impurity  clusters  is  smaller  than  the  Eg  of  the  pure  case. 

Oppositely, the S-impurity clusters exhibit, in general, a larger HOMO-LUMO gap.
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down  excitation  states.  This  kind  of 

material  would  be  very  interesting  for 

spintronic  applications,  since  a  spin 

coherent  excitation  could  be  used for 

different  channels  of  electronic 

transport. 

In  summary,  the  electronic  and 

magnetic properties of C-, S- and non-

doped ZnO nanoparticles were studied 

using first principles calculations under 

the  local  spin  density  approximation. 

From  this  work,  it  is  possible  to 

conclude  that:  1)  For  undoped  ZnO 

systems,  a  planar  graphitic-like 

reconstruction  is  necessary  for  the 

observation  of  a  magnetic  moment, 

and the magnetic states will be located 

on this  surface;  2) C impurities could 

induce a magnetic state if the C atom 

is  located  at  the  surface,  and  “pops 

out”  from  the  surface.  This  magnetic 

state is located around the C-impurity and extended to its neighbors. If C-impurities 

at  the  surface  “pop  into”  the  ZnO cluster,  then  states  around  the  Fermi  level 

appear; and 3) S- impurities at the surface but as a part of the ZnO lattice, hamper 

any magnetic  state and open the HOMO-LUMO gap, while S atoms  capping the 

low  coordinated  Zn  atoms,  enhance  a  magnetic  response. In  any  case,  the 

environment of the impurity seems to be very important. These findings suggest 

that the observed magnetic properties of ZnO systems are driven by competition of 

the  structural  conformation  and  are  extremely  sensitive  to  the  surface  and 

interfaces.  We  believe  that  these  simple  observations  could  help  chemists  to 

achieve more control on the magnetic properties of ZnO nanostructures.
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The WZ structure  of  ZnO is  formed by  alternating  planes  of  O and  Zn  ions 
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Figure 3.9: Spin-polarized electronic density of 

states  of  the  Zn15O15  cluster  passivated  with�  

sulfur  on the surface.  Here,  the S atoms are 

attached  to  Zn  atoms  with  low  coordination 

number  (2  or  3  nearest  neighbors).  The 

molecular  structure can be seen in the inset. 

The  Fermi  level  is  set  to  zero.  The  cluster 

exhibits  high  spin  moment  (5.5  µB).  The 

structure  was  relaxed  using  the  conjugate 

gradient method. It is important to remark that 

the pure ZnO cluster exhibits a null  magnetic 

moment. 
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stacked  along  the  c-axis,  so  that  any  cut  of  the  crystal  perpendicular  to  this 

direction would result in a single-ion dominated surface. Hence, a polar surface 

occurs.  However,  according  to  the  Tasker  ionic  model,  this  arrangement  would 

result in a dipole that drives to a divergence in energy as the number of planes 

increases  [24].  In  the  quest  for  an  explanation,  as  explained  in  �1.2.1.4, 

Claeyssens et al., proposed a boron-nitride (BN) like transition to remove the dipole 

[25]. In this transition, the Zn and O atoms share the same plane, thus eliminating 

the dipole.

Tusche and collaborators synthesized for the first time this predicted planar ZnO 

[26].  They have grown 2-5 layers of ZnO using laser  ablation on a silver (111) 

substrate (see figure 1.3). Their surface x-ray diffraction and scanning tunneling 

microscopy  studies  reveal  that  when  the  number  of  layer  is  less  than  4,  the 

structure suffers a severe inward relaxation, changing the bulk four-fold tetrahedral 

for a trigonal planar coordination. Our calculations, as well as those reported before 

confirm this theoretically (see figure 1.2).

The polar surfaces of ZnO with finite thickness have intrinsically an electric dipole 

due to the presence of single ion dominated faces, which yield to an electric field in 

the layered system causing divergence on the energy values. This artifact can be 

avoided by rearranging the surface O and Zn atoms, thus reducing the ionicity [27]. 

Previous studies indicate that a removal of one fourth of the charge on the surface 

would eliminate the dipole [28]. It is also well known that any charge rearrangement 

is tightly related to ionic accommodation. 

Number of Layers ��������	
���
�� �����	
α �

1 - -

2 ������� 92.85º

3 ���	��� 91.26º

4 ���
��� 104.85º

5 ��	���� 106.96º

6 ��	���� 107.90º


��� ������� 109.51º

Table 3.2: Values for the angle (α) and distance (dZn-O) between Zn and O atoms 

for the most external  layers located in systems ranging from 1 to 6 layers. For 

systems with four or less layers, the structure is planar (both ions share the same 

plane),  resembling  a  honeycomb hexagonal  structure.  The  molecular  model  is 

shown in Figure 14.

70



����������	
��

In  order  to  study  the  effects  of  the 

charge  rearrangement  and  geometric 

relaxations  for  different  ZnO  layered 

systems,  we  constructed  these 

systems by cutting the crystal Wurtzite-

type  structure  perpendicular  to  the  c-

axis. Here, one layer is defined as the 

set of the zigzag planes constituted by 

O and Zn atoms;  figure 3.10 shows a 

cross-section  of  four  layers  of  the 

Wurtzite  structure.  The  atomic 

geometry  optimization  essentially 

modifies  the  distance  between  two 

zigzag  consecutive  layers  (dZn-O)  and 

the angle  α between this bond (if any)�  

and  the  next  ion  (figure  3.10).  For  a 

ZnO monolayer, we noted that the most 

stable  geometry corresponds to  a  flat 

hexagonal  ZnO  system.  When  the 

number  of  consecutive  ZnO  layers 

corresponds to N = 2 and 3, the interlayer distance is much larger than the bond 

length of the bulk Wurtzite-type structure (~2.4Å vs. 1.941Å), so the layers barely 

interact with each other. For these cases, the angle is approximately 90°, meaning 

that  all  the atoms also lie on the same plane and exhibit  a  planar  honeycomb 

hexagonal-like  structure.  For  N=4,  the  average  distance  dZn-O decreases 

substantially  and  the  average  angle  increases  by  more  than  12  degrees,  thus 

recovering the Wurtzite-type structure. For N>4, the parameters slowly approach 

the bulk values of the Wurtzite structure. The data shown on table 3.2 summarizes 

the variations of dZn-O and α as the number of layers increase in the system.

The stability of the different ZnO layered systems was evaluated with respect to 

the binding energy of the bulk ZnO structure. For the monolayer, the binding energy 

is -9.86 eV/ZnO, however, for the next system (N=2), the binding energy increases 

to -10.25 eV/ZnO. We noted that when the layered system changes from planar 

(i.e., hexagonal) to the Wurtzite-type structure, there is a decrease in the binding 
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Figure  3.10: Molecular model of Wurtzite-type 

ZnO showing the angle (α)  and the distance 

(dZnO).  Note  that  dZnO and  α determine  the 

geometry  of  the  layered  structure  after 

relaxation with respect to the bulk parameters 

(dZnO =  1.940Å,  α =  109.512°).  The  different 

values  obtained for  dZnO and  α are shown in 

Table 4.
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energy (Figure 1.2). This is probably due to the charge recombination necessary 

for the stabilization of the polar surfaces. It is expected that as the number of layers 

increase, the binding energy approaches to the bulk energy. 

When  the  number  of  ZnO  layers  is  <  4,  the  surface  is  stabilized  by  a 

rearrangement  of  ions,  being  now  both  (Zn  and  O)  lying  on  the  same  plane. 

Therefore,  this  is  not  a  polar  surface.  In  this  case,  the  surface  becomes 

semiconducting. Strikingly, for systems containing more than four ZnO layers, the 

stabilization consists of a charge rearrangement resulting in a metallic system. This 

metallic system is probably not observed experimentally because of the triangular 

rearrangement proposed before.

For planar hexagonal ZnO systems, we found from the geometry optimization that 

they are energetically favorable and since both the anion and the cation lie on the 

same plane the system is  insulating.  The band structures shown in  figure 3.11 

depict correspond to the planar systems (semiconducting). As mentioned earlier, 

the LDA band gap for the bulk WZ ZnO structure is 0.78eV. For the planar systems, 

the band structures show a direct band gap of 2.013, 1.749 and 1.584eV for one, 

two, and three layers respectively. Recently, Tu studied the properties of the HX-

ZnO and found that the quasiparticle band gap is of 3.576 eV [29].

Our calculations show that the ZnO layered systems are energetically favorable. 

We have also studied the stability  and properties of  a layered system with  AA 

stacking, i.e., each Zn is surrounded by two O in the same plane and one Zn in the 

next layer, as opposed to the Wurtzite based structure or AB stacking, in which 

each Zn is surrounded by two O in the same plane and one O in the neighboring 

layer.  These  structures  show  always  a  semiconducting  behavior,  and  a  lower 

binding energy, and thus, less stable than the AB stacked layers. For example, for 

four layers, the AB stacked layers have a binding energy of -10.46 eV, while the 

corresponding AA stacked system has a value of -9.94 eV. When the crystal based 

on the AA stacking is constructed and relaxed a structure close to the ZB ZnO 

structure with binding energy of -10.74 eV is obtained.

The electronic properties of this new phase of ZnO are quite different from the 

other phases. As opposed to the RS case, in the HX phase the bond length is 

decreased and the bond is significantly more covalent. The band gap increases 

considerably with respect to the other phases. The band structure shows that the 
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electron and hole effective masses have a similar value.
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� �
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The  idea  of  structural  defects  in  planar  systems  has  been  very  useful  to 

understand the formation of curved C systems such as fullerenes and nanotubes 

from graphene layers. Both fullerenes and nanotubes incorporate defects in the 

form of pentagons to close the structure. The presence of other types of rings, such 

as heptagons, is also possible.  For BN nanotubes and fullerenes, squares and 

octagons are required to close the structure keeping the stoichiometry. Terrones et  

al., have shown that for C, such structural defects can be arranged in a completely 

planar structure being more stable than C60 [30]. Their study includes planar sheets 

formed by heptagons and pentagons (labeled R57), and heptagons, pentagons and 

hexagons,  (labeled  H567,  and  O567).  The  unintentional  inclusion  of  defects  can 

change the electronic properties of materials. However, a good understanding of 

these  defects  can  become  useful  to  change  selectively  the  physico-chemical 

properties for specific applications.

In  the  case  of  ZnO,  structural  defects  could  help  to  understand  the  surface 

properties of small nanoparticles and very narrow nanobelts and nanowires. 

A hypothetical  planar structure with structural  defects can be constructed with 

octagons  and  squares  (labeled  H48),  or  with  octagons,  hexagons  and  squares 

(labeled H468), keeping the stoichiometry (see Figure 3.12). The H48 structure lies 

close  to  the  HX  phase  by  0.25eV/ZnO.  The  difference  in  stability  remains 

practically constant as the number of layers of H48 increases, and even in the limit 

case  of  an  infinite  H48 crystal,  in  which  its  stability  is  close  to  the  WZ phase 
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Figure 3.11: LDA bands structure for the three different HX ZnO structures. The gaps are Eg= 

2.013,  1.749,  and  1.584eV  for  the  monolayer  (left),  bilayer  (center)  and  trilayer  (right), 

respectively.
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(0.24eV/ZnO above WZ). The calculated band gaps for the H48 and H468 systems 

are 2.00 (indirect X-Γ) and 2.07eV, respectively. This value is very close to that 

observed in the HX phase. However, a difference arises in the effective particle 

masses of the top valence band and the lowest conduction band. The H48 system 

has an electron effective mass of 0.21m0, very similar to the hole effective mass of 

0.28m0. In addition, the ion distance is close to the one on the HX phase. On the 

other hand, the H468  system exhibits a very different electron and hole effective 

masses,  ca.  0.18 and 1.8m0,  respectively.  The nature of  the bond,  and the ion 

distance is much closer to the WZ or ZB phase than to the HX phase. The study of 

the  stability  of  these systems is  interesting and could be  relevant  to  study the 

formation of very small ZnO nanostructures such as small clusters, as has been 

shown before specially when there is a cage-like structure (see figure 3.2)

	�−��	�−�����%���%����������&∀#�#�&∀#�#���������

Since the theoretical prediction by Clayessens et al., [25], and furthermore, after 
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Figure 3.12: Molecular model of ZnO Haeckelite sheets with octagons hexagons and squares 

(left) and octagons and squares(right), along with their respective band structure and density 

of states.



����������	
��

the experimental confirmation of the existence of planar ZnO [26], there have been 

various studies regarding the electronic and mechanical properties of hypothetical 

ZnO single wall nanotubes [31-33]. However, the experimental realization of these 

structures is rather difficult. The realization of a ZnO one-dimensional is appealing, 

and could be achieved by controlling the dimensions of the already synthesized 

planar ultrathin films of ZnO forming the so-called nanoribbons. As in the case of 

graphene and boron nitride, the effect of the edges in such system is important for 

the electronic properties of such systems, and could be used for tailoring a specific 

application. We have thoroughly studied the electronic and magnetic properties of 

the edges on planar ZnO, and a summary of our results are presented next. 

As in the case of graphene or boron nitride, depending on the crystallographic 

orientation,  there are two types of edges: armchair  and zigzag.  These different 

types of nanoribbons show different electronic and magnetic properties. 

For  ZnO,  one-dimensional  structures  such  as  nanowires,  nanoribbons  and 

nanobelts  are currently the most  investigated because of the wide spectrum of 

technological applications. These structures have been successfully synthesized 

with  different  characteristics  for  several  specific  purposes.  However,  the 

understanding  of  their  electronic  properties  is  still  far  from  clear.  Although 

theoretical work has been carried out to understand the electronic and mechanical 

properties of bulk ZnO, little has been done for one-dimensional nanostructures. 

Xiang and co-workers have studied, using first principles calculations, the energy 

band gap, the Young modulus and the piezoelectric constant as a function of the 

diameter  for  ZnO  nanowires  [34].  Several  groups  have  reported  ab-initio 

calculations for ZnO single-walled nanotubes [31-33]. In addition, Kulkarni and co-

workers investigated the effect of tensile loading on ZnO nanowires and nanobelts 

using molecular dynamics simulations [35]. To the best of our knowledge, no report 

has addressed ab-initio calculations on the electronic properties of ZnO nanobelts 

or nanoribbons.

ZnO nanoribbons are crystalline  nanostructures  exhibiting  well  defined facets. 

The growth direction of the synthesized nanobelts has been found to be along the 

[0001], [2110], and [0110] directions, leading to flat surfaces of ±(0110) or ±(0001). 

Several experimental studies have demonstrated that there is a dependence of the 

width  of  the  ZnO  nanoribbons  with  respect  to  the  electronic  properties.  For 

example, Wang’s group found a blue shift on the photoluminescence spectra as the 
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width of the nanoribbons decreases [36]. 

Here, we have studied using first principles calculations, the electronic structure 

of  ZnO  nanoribbons  grown  perpendicular  to  the  [0001]  direction  showing  flat 

±(0001) surfaces. Nanoribbons grown along this direction reveal two possible edge 

terminations  (zigzag  and  armchair).  We  have  investigated  the  effect  of  the 

geometric relaxation on both configurations. The electronic properties were also 

thoroughly  studied  as  a  function  of  the  nanoribbon’s  widths.  In  addition,  we 

calculated the effect of the thickness (number of layers) on the electronic properties 

for both zigzag and armchair ZnO nanoribbons

The structures were originally constructed from a set of cuts obtained from the 

ZnO Wurtzite crystal. The first cuts were made perpendicular to the c-axis in order 

to form layers. For a monolayer, it has been recently observed that after relaxation 

the layer  prefers a planar configuration in  which both the cation and the anion 

share  the  same plane.  Our  calculations  for  the  monolayer  result  on  a  binding 

energy of -9.86eV/ZnO and a band gap of 2.01eV. From the planar monolayer, two 

different cuts can be performed in order to obtain zigzag and armchair  ribbons 

(figure 3.13a-b).

For  ZnO zigzag  ribbons  one  can  observe  that  on  one  side  the  surface  ions 

consist of O atoms (two coordinated), whereas the hidden ions represent Zn atoms 

(three  coordinated);  the  opposite  edge  of  the  ribbon  shows  an  inverse  atomic 

configuration (see figure 3.13a).  We observed that  the zigzag ribbon structures 

constructed from a ZnO monolayer reveal no significant changes after the atomic 

relaxation. 

The  armchair  ribbons  are  characterized  by  a  couple  of  ions  (Zn:cation  and 

O:anion) located on the far edge (two coordinated atoms) and another couple of 

ions on the inner edge (three coordinated atoms), both alternating along the [1120] 

direction (see figure 3.13b). After relaxation, we noted that the far edge O ions tend 

to shift outwards on both sides of the ribbon (see figure 3.13b). 

In addition, other ZnO ribbons that resemble experimentally observed nanobelts 

were  constructed.  These  structures  were  obtained  from  planar  ZnO  layers. 

Theoretical studies have revealed that ZnO thin films exhibiting a few layers prefer 

a  planar  graphitic-like  structure.  Here,  we  have  started  from  stacked  planar 

structures as is indicated in figures 3.13 c & d. For zigzag nanoribbons (see figure 
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Figure 3.13: Geometry of different zinc oxide nanoribbons and nanobelts. a) and b) show the 

geometry  of  the relaxed structure for  the zigzag and armchair  nanoribbons respectively.  A 

typical construction (two layers) of  ZnO nanobelts from the stacking of layered nanoribbons 

before geometric relaxation is shown for both the zigzag (c) and the armchair (d) case. After 

geometric  relaxation,   the  edges  of  the  zigzag  ribbons  are  deformed and  joined between 

consecutive layers (e), while in the armchair the edges remain the same as in the single layer, 

but are also joined together between consecutive layers (f).
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3.13e), the triple-layered zigzag ribbon shows a slight deformation on the edges 

after atomic relaxation. We observe that the Zn dominated edge of the top layer 

has bent downwards to form a bond with the O dominated edge of the bottom layer, 

whereas  the  Zn  dominated  edge  of  the  bottom layer  has  lifted  towards  the  O 

dominated edge of  the  top  layer.  A  little  movement  of  the O dominated edges 

towards the cations was also observed. Similar behavior was witnessed for two and 

four layers. However, for an odd number of layers, the bottom layer is maintained 

almost unchanged and the upper layers tend to cluster in pairs (see figure 3.13g & 

h).  For  armchair  nanoribbons,  a  similar,  but  less pronounced rearrangement of 

atoms on the edges was observed (see figure 3.13f).

The energetic stability of the ZnO ribbons with one layer was studied. The binding 

energy  for  both  the  zigzag  and  the  armchair  structures  were  computed  as  a 

function of the ribbon width (figure 3.14a). The armchair ribbons were found to be 

more stable (~0.4eV/ZnO greater) than the zigzag ribbons despite the significant 

rearrangement of O ions on the edges.
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The electronic density of states (DOS) of the ZnO monolayer ribbons and their 

dependence as a function of the width is shown in figure 3.14b-c. In this case, all 

the zigzag ribbons reveal states located at and close to the Fermi level (see figure 

3.14b). An overall metallic behavior indicated by the presence of electronic states at 

the Fermi level, is similar as the ribbon width is increased. We believe that this 

effect is mainly due to the O atoms located on the zigzag edges because they 

increase significantly the states close to the Fermi level. Although Zn atoms located 

on the edges increase the number of states close to the Fermi level, their effect is 

minimal  when  compared  to  the  O  dominated  edges.  Interestingly,  Fujita  and 

coworkers  have  found  a  metallic  behavior  for  zigzag  carbon  ribbons.  They 

attributed  these  states  not  to  dangling  bonds,  but  to  the  edge  zigzag  states. 

Recently,  structurally  induced  metallic  active  edge  states  have  been  found  on 

nanoscale MoS2. Therefore, the appearance of these boundary states is not unique 

for ZnO.

The electronic DOS of the monolayer armchair as a function of width (from 1.4 to 

3.4 nm) is shown in figure 3.14c. The electronic properties of these structures seem 

to  be  independent  of  the  width  of  the  ribbon.  All  the  structures  reveal  a 
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semiconducting  behavior  with  a  constant  band  gap  of  2.09  eV  (note  that  the 

calculated band gap for bulk ZnO exhibiting the Wurtzite structure is 0.76 eV). This 

band gap is very similar  to that found in  an infinite two dimensional  (2D) ZnO 

planar monolayer (e.g., 2.01 eV), thus we expect that the band gap will  remain 

almost constant with increasing the width of the ribbon. 

The electronic DOS for zigzag ribbons with a fixed width of 1.466 nm for up to 5 
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Figure  3.14: (a)  Plot  representing the binding energies  for  different  ZnO nanoribbons that 

exhibit zigzag and armchair edges with different widths. Notice that, the armchair ribbons are 

more stable than the zigzag ribbons. The binding energy of the ribbons approaches the binding 

energy  of  a  single  ZnO  monolayer.  The  corresponding  infinite  two-dimensional  system 

(monolayer) shows a graphite-like structure, in which the Zn and O atoms share the same 

plane; (b) and (c) electronic density of states (DOS) for ZnO single layer nanoribbons with 

different widths (w) and edge terminations (zigzag and armchair):  (b) the zigzag structures 

show states at the Fermi level (EF); (c) note that all armchair ribbons reveal a semiconducting 

behavior with a band gap that is independent of the ribbon width, and corresponds to the band 

gap of the infinite 2D monolayer.
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layers (from 0 to 0.83 nm) is shown in figure 3.15a. As stated before, for an even 

number of ZnO layers the cations rearrange to bind with the anions of the next 

layer  (surface  reconstruction).  This  atomic  rearrangement  seems  to  avoid  the 

formation of states close to the Fermi level (results shown in figure 3.15a for 2 and 

4 layers respectively). However for an odd number of ZnO layers (3 & 5), we noted 

that the local DOS for the O atoms located on one side of the nanoribbon results in 

a significant number of states close to the Fermi level (figure 3.16). These results in 

the metallic behavior of odd layer nanoribbons (see Figure 3.15a). It is therefore 

clear that the number of stacked ZnO layers within the ribbons could result in either 

semiconducting or metallic materials (figure 3.15a).

The effect of thickness on the electronic properties of the armchair ribbons has 

also been addressed in this study. All these structures are always semiconducting 

with very similar band gaps (figure 3.15b).
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Figure 3.15: Plots of the electronic density of states (DOS) of ZnO nanoribbons with fixed width 

(w) and different thicknesses (t): (a) the single layered zigzag ribbon shows states close to the 

Fermi level; however, these states disappear when the thickness is increased. Interestingly, the 

states close to the Fermi level only appear when the system contains an odd number of layers; 

(b) note that all armchair nanoribbons always exhibit a semiconducting behavior.
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The electronic band structures for a characteristic zigzag nanoribbons is shown in 

figure 3.17. The zigzag ribbons with metallic  behavior exhibit  band crossing the 

Fermi level.  However, there is a clear difference between the monolayer (figure 

3.11a) and the nanoribbons with odd number of layers. In the first case the edge 

states are localized on the O atoms. However, the slight slope of the band crossing 

the Fermi level in the second case, indicate that these edge states are delocalized, 

and the electrons have higher mobility along one face of the thick ribbon (e.g., the 

O dominated edge for 3 & 5 layers;  see figure 17).   For armchair  ribbons,  the 

electronic band structure always exhibit a direct band gap of ca. 2 eV (figure 18).

Our results demonstrate that the electronic properties of ZnO nanoribbons can be 

tuned  depending  on  the  width,  thickness  and  growth  direction.  Based  on  our 

calculations,  the different  electronic properties observed experimentally for  ZnO 

ribbons (e.g., a blue shift on the photoluminescence) could be explained due to 
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Figure  3.16: Plots  of  the local  densities of  states  (LDOS) from different 

edges of ZnO nanoribbons, compared with the total density of states for: (a) 

a three layered zigzag ZnO nanoribbon, and (b) a five layered zigzag ZnO 

nanoribbon. The states close to the Fermi level are clearly arising by the 

oxygen  dominated  edges,  whereas  the  zinc  dominated  edges  do  not 

contribute significantly to the states close to the Fermi level.
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changes in the thickness of the ribbons (number 

of  layers),  and  not  necessarily  to  the  ribbon 

widths. The possibility of tuning the edge states 

based on the  crystallographic  orientation of  the 

ribbon  edges  and  size  could  lead  to  highly 

selective reactive materials.

In  this 

case,  we 

performed 

DFT 

calculations 

within  the 

LDA+U 

approximation  using  a  plane  wave  basis  as 

implemented  in  the  Quantum-ESPRESSO 

package  [55]  (see appendix B.3). The energy 

cut-off of the plane waves was set to 65Ry and 

8 K-points were used for the sampling of the 

Broullin  Zone.  For  the  determination  of  the 

Hubbard  U  parameter,  we  adopted  the 

proposal  of  Janotti,  et  al.,  described  above 

where  the  U  parameter  is  defined  as  the 

energy interaction between the d electrons on 

the same atom screened by the macroscopic 

optical  dielectric  constant  [18].  For  a 

nanoribbon or monolayer, the screening would 

be  very  different  from  the  bulk.  Therefore, 

using the same U as in the bulk would not be a 

very accurate approximation. To address this, 

we  calculated  the  dielectric  constant  for  a 

monolayer, which would be a better estimate 

for  the  nanoribbons  dielectric  constant.  The 

resulting value for U is 11.6eV. Using this effective on site Coulomb correlation 

82

Figure  3.17: Band  structure  for  a 

triple layer zigzag ZnO nanoribbon 

exhibiting states at the Fermi level.

Figure  3.18: Band  structure  for 

armchair  nanoribbons  of  different 

thickness,  always  showing  a 

semiconducting behavior
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interaction, we found that the correction performed by LDA+U changes the position 

of the  d bands, shifting them several eV below the valence band maximum, thus 

leading to a decreased interaction with the O p bands. Despite the difference in the 

lower valence bands,  the description of  LDA is  qualitative the same, since the 

LDA+U result exhibits states at the Fermi level, and a magnetic moment of 0.25µB 

for the unpassivated zigzag nanoribbon.

Additionally,  we  have  carried  out  non-self-consistent  quasiparticle  GW 

calculations  (see  appendix  B.4)  in  order  to  verify  that  the  electron  electron 

interactions  do  not  change the  electronic  properties of  these nanoribbons.  The 

calculations were done on top of LDA-DFT using the QE package and the YAMBO 

code  [37,38].  The  results  are  shown  in  figure  3.19.  It  can  be  noted  that  the 

introduction of electron-electron interactions do not change the edge states in ZnO 

zigzag nanoribbons. However, when the nanoribbon is passivated with hydrogen 

then the band gap opens considerably. 
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Figure 3.19:  LDA-DFT band structure (solid lines) and quasiparticle 

energies (red dots)  for a zigzag ZnO nanoribbon  and a hydrogen 

passivated  zigzag  ZnO  nanoribbon.  The  results  confirm  the  DFT 

prediction  of  metallicity  of  zigzag  ZnO nanoribbon,  and  show that 

hydrogen  passivated  zigzag  ZnO  nanoribbons  are  wide  band  gap 

semiconductors
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The possibility of using the intrinsic charge transfer of semiconductors along with 

the spin information of the carriers makes ferromagnetic semiconductors the most 

promising  materials  for  spintronics.  The  ultimate  material  for  real  sustainable 

applications should be cheap, bio-friendly and should have a Curie temperature 

(TC) well above room temperature. As mentioned in Section 3, ZnO is a candidate 

for spintronic applications, and surface states can lead to magnetic moments, we 

have studied the magnetic properties of ZnO nanoribbons.

Figure 3.20 shows the total density of states for ZnO zigzag nanoribbons with 

different width (w). In all cases, we observed states at the Fermi level, and shifts in 

the spin density of states. The resultant magnetic moment corresponded to 0.55, 

0.59, 0.62, and 0.65µB for ribbons exhibiting widths (w) of 1.466, 2.130, 3.101, and 

6.373 nm respectively. We have also compared the binding energy between the 

LDA and LSDA calculations; the energy differences were of the order of 10-2 eV in 

which the energies calculated with the LSDA appeared more stable.

The effect of the thickness on the electronic and magnetic properties of the ZnO 

nanoribbons was also addressed in this study. When a second layer is stacked on 

top of the single layer, the system becomes semiconductor, and no spin shift  is 

observed (figure 3.21a). However, when a third layer is stacked on top, the states 

at the Fermi level reappear with the presence of significant shifts between the spin 

densities of states (up and down; figure 3.21b). Nevertheless, when a fourth layer 

is stacked again, the states at the Fermi level vanish, and the structure becomes a 

semiconductor (figure 3.21c). As the number of layers increases to five, the states 

at the Fermi level are again observed, however, without shifts on the spin density of 

states (figure 3.21d).

The origin of this magnetic behavior was further studied using the charge density 

and spin density distribution (plotted in figure 3.22a), which shows the total charge 

distribution  (up+down)  for  a  single  layer  ribbon with  w=2.130nm with  the  same 

orientation as that depicted in figure 3.13a. We note that the major contribution to 

the  states  on  the  Fermi  level  is  due  to  edge states,  and  specifically  to  the  O 

dominated edge. On this border, the charge distribution, and thus, the bond are 

significantly different to the charge distribution in the rest of the ribbon. The Zn-O 

bond on the edge is stronger and exhibits an excess of charge.
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Our results clearly demonstrate that ZnO is able to possess magnetic end even 

ferromagnetic behavior without the introduction of metal impurities. As Garcia  et 

al., have concluded from experimental  results,  these properties arise only  from 

changes in the electronic structure [8]. Therefore, the results showed here open up 

the possibility of having ferromagnetism at room temperature in finite layered ZnO 

systems.

Recently, Chen and coworkers found that zigzag ZnO nanoribbons will turn half-

metallic  when  the  Zn  atoms  at  the  edge  are  passivated  with  hydrogen  [39]. 

Moreover, they find the half-metallicity only emerges in the ribbons with relatively 

85

Figure 3.20: Plots of the electronic density of states (DOS) for the majority and minority spin of 

zinc oxide zigzag nanoribbons. Different values of the width of the ribbon are shown in (a), (b), 

(c) and (d). All systems exhibit a non-null magnetic moment. The Fermi level has been set to 

zero.
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large  width.  However,  the  passivation  of  Zn  atoms  with  hydrogen  is  not  very 

favorable. Nevertheless, they show that the half-metallicity can also be achieved 

when the saturation is done with CH3 or NH2 molecules [39].

However, there is still need to shed some light on the effect of S atoms in the 

magnetic properties of ZnO systems. We demonstrate below that the S-passivation 

in ZnO systems promotes strong ferromagnetism. This finding is remarkable due to 

possible  technological  applications  regarding  information  storage,  processing 

devices and spintronics. Using density functional theory, we predict ferromagnetism 

enhancement  in  two  ZnO  systems:  nanoparticles  and  nanoribbons  when 

passivated  with  S  or  thiol  groups.  Recent  experimental  results,  related  to  the 
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Figure 3.21: Plots of the electronic density of states (DOS) for the majority and minority spin of 

zinc oxide zigzag nanoribbons. Different values of the thickness or layers of the ribbon are 

shown in (a), (b), (c) and (d). The width of the ribbons is fixed to w=1.466 nm. Notice that the 

system with 3-layers exhibits a shift  in the majority and minority spin density of states and 

consequence a magnetic moment is obtained. The Fermi level has been set to zero.
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production of very thin films of ZnO adopting a boron-nitride-like planar structure, 

have inspired our choice for one of the systems studied here [26]. Above, we have 

observed  using  first  principles  calculations  that  one-dimensional  undoped  ZnO 

nanostructures, and in particular zigzag nanoribbons, are metallic and could exhibit 

small ferromagnetic responses. However, when these ribbons are passivated with 

S  or  methanethiol  (CH3S),  the  magnetic  moment  increases  significantly.  Local 

density of states (LDOS) calculated on the S, Zn and O atoms within the ZnO 

nanoribbon's  unit  cell,  indicate  that  the  main  contribution  to  the  total  magnetic 

moment arises from the S atoms. Similarly, we have also found that ZnO clusters 

could exhibit enhanced ferromagnetism when they are passivated with S atoms; a 

high magnetic moment is obtained. The ferromagnetic behavior found in these S-

passivated ZnO nanoparticles is attributed to weak coordinated atoms located on 

the cluster surface.
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Figure 3.22: (Top): Difference in charge energy density (up-down) for 

a zinc oxide nanoribbon with zigzag edges, showing that the magnetic 

moment  is  due  to  the  oxygen  dominated  edges.  (bottom)  Band 

structure, density of states, and wavefunctions of the top valence
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In figure 3.23, we show five different forms of 

S-passivated  ZnO  zigzag  nanoribbons  that 

were constructed by cutting a planar monolayer 

along two parallel zigzag lines. The ribbons are 

periodic  in  the  “x”  direction  with  the  width 

defined  in  the  “y”  direction.  Note  that  if  the 

ribbons were periodic in the “y” direction, these 

would exhibit armchair edges. However, we are 

not interested in  this kind of ribbons since as 

mentioned above, they are semiconducting and 

do not exhibit a ferromagnetic behavior. For all 

zigzag nanoribbons, the S or thiol  groups are 

attached  to  the  ribbon  atoms  located  on  the 

edges.  The  shaded  regions  in  figure  3.23 

schematically represent the unit cell.

We have studied nanoribbons passivated with 

S  on  the  both  edges  (label  SZn,O,  see  figure 

3.23a). Here, a S atom is attached to a Zn or O 

atom. The spin-resolved density of states (figure 

3.24a)  shows a shift  of  the spin  up  and spin 

down  densities  with  a  reduction  of 

approximately  10%  (0.59µB)  of  the  magnetic 

moment  with  respect  to  the  corresponding 

unpassivated  system  (0.65µB).  We  have 

determined  that  the  main  contribution  to  the 

total  magnetic  moment  comes  from  the  O-

dominated edge. Therefore, the addition of S-

passivation  on  both  edges  does  not  affect 

considerably the electronic and magnetic properties of the nanoribbons. However, 

the magnetic moment of the nanoribbons varies depending on how the S atoms 

are attached to the edges (see below). 

Figures 3.23b and 3.23c depict the morphology of the ZnO zigzag nanoribbons 

passivated on the O-terminated edge (label SO), and Zn-terminated edge (label SZn) 

respectively. In both cases, the spin resolved density of states reveal a shift in the 
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Figure  3.23: Molecular  models  of 

ZnO  nanoribbons  passivated  with 

sulfur.  (a)  Both  the  Zn  and  the  O 

dominated edges are passivated. (b) 

Only  the  Zn  dominated  edge  is 

passivated. (c) Only the O dominated 

edge  is  passivated.  (d)  Sulfur 

alternated  passivation  of  the  Zn 

dominated  edge.  All  the  structures 

were  relaxed  using  a  conjugate 

gradient method. Note that for (d), the 

sulfur  atoms are binded to  two zinc 

atoms.
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up and down spins, although it is substantially less 

in the first case. The magnetic moment of the So 

ribbon is only 18% of the magnetic moment of the 

unpassivated  ZnO  nanoribbon  (0.12µB),  while  the 

magnetic moment of the SZn ribbon is increased by 

approximately  10%  (0.72µB).  In  addition,  the  SZn 

ribbon is more energetically stable than SO ribbons, 

and S tends to bind preferentially to Zn instead of O. 

From the experimental point of view, it is difficult to 

have  S  passivating  each  of  the  two  coordinated 

atoms (O and Zn) within the nanoribbon. Moreover, 

S  has  several  oxidation  numbers.  Therefore,  we 

tried  to  passivate  the  Zn-dominated  edge  with  a 

single  S  every  two  Zn  atoms  (alternated 

passivation), label SZn_alt in figure 3.23d.  The SZn_alt 

nanoribbon still  exhibits  states  at  the Fermi  level, 

and a shift in the DOS, as shown in  figure 3.24b. 

Here, the magnetic moment is enhanced more than 

twice  when  compared to  the  unpassivated  ribbon 

(0.65µB), thus resulting in a total magnetic moment 

of 1.4µB. 

Figure  3.25 depicts  the  local  density  of  states 

(LDOS)  for  the  SZn_alt nanoribbon.  The  DOS  was 

calculated  in  all  the  Zn  sites,  and  then  added. 

Similar  procedure  was  followed  for  the  S  and  O 

case.  It  can  be  observed  that  all  types  of  atoms 

(Zn,O, and S) exhibit states at the Fermi level, and a 

shift in the spin up and down. For S, only states with 

spin down can be observed at the Fermi level with 

almost zero states in the conduction band, contrary 

to  the  O  and  Zn  atoms.  From magnetic  moment 

calculations,  we  note  that  the  S-atoms  exhibit  a 

major contribution to the total magnetic moment. 

Additionally, the effect of passivating a ZnO zigzag 
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Figure  3.24: Spin-polarized 

electronic  density  of  states  of 

ZnO  nanoribbons  passivated 

with sulfur. Note that all systems 

show  a  shift  in  the  density  of 

states,  and  consequently  a 

magnetic  moment  is  obtained. 

(a)  Nanoribbon  passivated  on 

the Zn-terminated edge showing 

µ=0.72  µB (the structure can be 

seen  in  Fig.  3.23c).  (b) 

Nanoribbon  passivated  on  the 

Zn-terminated  edge  in  an 

alternating  form,  showing  an 

increased  magnetic  moment  of 

1.4 µB (the structure can be seen 

in  Fig.  3.23d).  The  magnetic 

moment  of  the  unpassivated 

ribbon is 0.65 µB. 



�	
���	����������������������	�

nanoribbon  with  a  thiol  molecule  was 

investigated.  In  this  case,  a 

methanethiol  molecule  (CH3S)  was 

attached  to  two  Zn  atoms  on  the  Zn 

dominated  edge  of  the  zigzag 

nanoribbons (figure 3.23d; label SThiol). 

After  geometric  optimization,  the  S 

atom is not bound to two Zn atoms. The 

DOS of  this  system (not  shown here) 

displays a shift in the spin up and spins 

down, and exhibits a magnetic moment 

of  approximately  1µB.  Since  the 

calculations of the ribbons with the thiol 

molecules are very expensive in terms 

of  computational  time,  we  only 

performed  one  case.  However,  it  is 

clear from this exercise, that the effect 

of  passivating  with  thiol  molecules  is 

qualitatively  the  same as  with  pure  S 

passivation.

García et al.  demonstrated that thiol 

passivated  nanoparticles  exhibit  a  ferromagnetic  response  [8]  (see  figure  3.1). 

Therefore, we also investigated the effect of passivating a ZnO nanocluster with S 

atoms. We performed spin-polarized calculations in a Zn15O15 cluster constructed 

from  the  Wurtzite  crystal,  and  attached  S  atoms  to  each  of  the  Zn  atoms 

coordinated  less  than four  times (see the  unrelaxed cluster  in  figure  3.9).  The 

whole  structure was then energetically  minimized.  In  this  case,  even when the 

unpassivated Zn15O15 showed a zero magnetic moment without states at the Fermi 

level (see  �3.2), the S-passivated cluster exhibits a huge magnetic moment (µ = 

5.5µB)  and  states  at  the  Fermi  level.  As  in  the  case  of  the  nanoribbons,  the 

magnetic  moment  comes  mainly  from the  S  atoms.  We note  from the  relaxed 

molecule that the S atoms tend to bond with other S atoms and with Zn atoms 

rather than with O atoms. This observation is consistent with the nanoribbon case 

in which the SZn is more stable than SO. The results of this particular cluster clearly 
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Figure  3.25:  Spin-polarized  local  electronic 

density  of  states  for  the  nanoribbons  with 

alternating S atoms along to the Zn-terminated 

edges  (the  structure  can  be  seen  in  figure 

3.23d).  Results  for  sulfur,  zinc,  and  oxygen 

atoms are shown. Notice that all atoms exhibit 

a  shift  between  the  spin-up  and  spin-down 

density of  states, and consequently all  atoms 

contribute to the total magnetic moment. 
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confirm that S atoms play a crucial role in the ferromagnetic properties. The DOS 

of the Zn15O15 cluster is interesting because it exhibits only spin down excitation 

states. This kind of materials would be very interesting for spintronic applications, 

since a spin coherent excitation could be used for different channels of electronic 

transport. 

Certainly, the idea of magnetism in systems containing non magnetic atoms (or d0 

ferromagnetism),  challenges our  understanding  because exchange mechanisms 

cannot  be  responsible  for  this  behavior.  Coey  has  reviewed  different  systems 

exhibiting  d0 ferromagnetism,  and  he  has  proposed  that  this  behavior  can  be 

induced  by  lattice  defects  and  impurities giving  rise  to  magnetic  moments 

associated with molecular orbitals localized in the vicinity of the defects [40]. In the 

systems studied here, the major components to the magnetic moment are p orbital 

magnetic moments (shown in figure 3.25) of the atoms localized in the vicinity of 

the S impurities. The contribution to the total DOS of the p orbitals are the sum of 

the O 2p, S 3p and Zn 4p orbitals. These orbitals are also the major contribution to 

the conduction states.

We have demonstrated the importance of the S- and thiol-passivation in ZnO 

nanoribbons and clusters.  We believe  that  our  results  could explain  the  recent 

experimental  results  of  the  ferromagnetism  observed  in  ZnO  nanoparticles, 

because the presence of S plays a crucial role in the magnetic properties of the 

different  systems  investigated  in  this  work.  For  example,  pure  Zn15O15 cluster 

exhibits a null magnetic moment, however if the same cluster is passivated with S 

atoms,  a  large  magnetic  moment  is  obtained  (5.5µB).  In  addition,  zigzag 

nanoribbons are excellent candidates for ferromagnetic materials. We found that 

when the S atoms are attached to Zn atoms in an alternated way along one edge, 

the magnetic moment is increased significantly. In summary, the findings related to 

ferromagnetism in  nanostructures  doped  with  non-magnetic  elements  becomes 

novel and interesting due to potential applications of these new magnetic materials 

for the data storage industry.

	�.��	�.�������∀ ��������∀ �����

In this work, we have contributed to the development of nanoscale ZnO science. 

The calculations of  the magnetic  properties of  ZnO nanoparticles with  different 
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environments should help experimentalists to plan and direct future work in order to 

improve the magnetic response of their  samples. As we have shown, it  is very 

important to control the environment of the surface atoms. For S as capping agent 

as has been done experimentally  [8],  it  is  very important  that  the  nanoparticle 

remains crystalline, and that there is no migration of S into the nanoparticle. These 

structures  could  be  very  interesting  for  information  storage  and  spintronic 

applications.

After the observation of a new hexagonal planar phase of ZnO by Tusche [26], 

there have been some works regarding the properties of hypothetical ZnO single 

walled nanotubes [31-33]. However, we have proposed that a more achievable 1D 

nanostructure based on such HX phase would be the ZnO nanoribbons described 

above.  We  have  demonstrated  that  this  novel  and  original  idea  could  have 

interesting  technological  applications.  For  instance,  armchair  ZnO  nanoribbons 

could be used as optoelectronic components in a new kind of 2D electronics which 

will  be  discussed  in  ��.  Zigzag  ZnO  nanoribbons  either  with  S  or  without 

passivation  could  be  used  in  spintronic  devices,  with  the  advantage  over  ZnO 

nanoparticles that the connection to the leads seems significantly easier. 

There are many open questions that should be addressed in order to make this 

calculations reach their intended applications. For the magnetic response of the 

ZnO nanoparticles, it would be interesting to study larger systems. This could not 

be done in a reasonable time in this work due to time constrains. However, as the 

nanoparticles grow larger, the effect of capping or doping concentrations could be 

studied  and  should  play  an  important  role.  Ab-initio based  semi-empirical 

approaches could be very helpful for this matter. In addition, as for any application 

this systems must be coupled with an electronic device, it would be very interesting 

to study the magnetic, electronic and transport properties of ensembles of ZnO 

nanoparticles.

It  is  clear  that  the  most  important  question  to  address  in  the  case  of  ZnO 

nanoribbons is whether these edge states are observed experimentally. For that, it 

would  be important  to  first  reproduce the  experiment  of  Tusche  [26],  and then 

follow  one  of  several  techniques  that  have  been  applied  for  other  2D  layered 

materials  (see  ��).   In  principle,  as  in  other  2D  layered  materials,  electron 

lithography  could  be  used  to  pattern  sheets  of  ZnO  to  produce  arrays  of 

nanoribbons  in  any  shape.  Another  issue  that  remains  open  is  the  effect  of 
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substrates on the electronic and magnetic properties of ZnO nanoribbons, as such 

effects have been important in other 2D systems, such as graphene (see ��).  As 

in the case of nanoparticles, it would be interesting to study and understand the 

coupling of these systems to contacts  for  an eventual  electronic  device.  These 

contacts or electronic probes could be conventional ones, such as gold or silver, or 

more oriented to the novel 2D electronics, such as graphene nanoribbons. In any 

case, the understanding of the transport properties of such systems could dictate 

the direction and the role of ZnO in the future of 2D electronics.
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The electronic calculations have been carried out using the density  functional 

theory  in  the  framework  of  local  spin  density  approximation  (LSDA)  with  the 

Ceperley Alder parametrization  [41] and  a basis of linear combination of atomic 

orbitals (LCAO) as implemented in the SIESTA code [42]. We use a double-ζ basis 

set  with  additional  polarization  orbitals.  The  pseudo-potentials  (pp’s)  were 

constructed from 12, 6, 6, and 4 valence electrons for the Zn, O, S, and C ions 

respectively  (Zn:  4s23d10,  O:  2s22p4,  S:  3s23p4,C:  2s22p2).  The  Troullier-Martins 

scheme was used [43]. The basis and the pp’s were tested on the bulk zinc oxide 

Wurtzite structure showing an energy gap (Eg) of 0.76 eV, and cell parameters that 

are consistent with previous LDA calculations. No spin polarization was observed 

for the bulk Wurtzite case. 

We have verified that the approximations used in our work do not give artificial 

metallicity or spin polarization, using a plane wave basis and hybrid functionals. We 

have performed two more calculations for the 1.466nm zigzag nanoribbon to make 

sure  the  magnetic  properties  do  not  disappear  upon  the  inclusion  of  different 

functionals.  We  used  a  generailzed  gradient  approximation  (GGA)  functional 

(BLYP)[44,45],  and  a  hybrid  functional  with  50% LDA and  50% GGA for  both 

exchange and correlation. The results are summarized in the following table:

Functional Magnetic Moment 

LDA (CA) 0.550845

GGA (BLYP) 0.584264

HYBRID (50% CA, 50% 

BLYP)

0.525172
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We also  verified  that  neglecting  the  electron-electron  interaction  due  to  local 

density approximations, does not change the qualitatively results presented here. 

We performed DFT calculations within the LDA+U approximation using a plane 

wave basis as implemented in the Quantum-ESPRESSO package [37]. The energy 

cut-off  of  the  plane waves was set  to  65Ry and 8 K-points  were used for  the 

sampling of the Broullin Zone. The determination of the Hubbard U was carried out 

using the approach of Janotti, et al. [46]. The resulting value for U is 11.6eV. 

The nanoribbon structures in this work were constructed from planar ZnO, and 

calculations were carried out on large periodic unit  cells that prevent unrealistic 

interactions.  The  clusters  were  constructed  from  segments  of  the  Wurtzite 

structure.  All  the  structures  were  relaxed  using  a  congugate  gradient  (CG) 

algorithm with variable cell and with a force threshold of 0.04eV/�.
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It  is well known that the properties of carbon materials heavily depend on the 

environment  of  each  of  the  carbon  atoms  in  its  structure.  The  four  valence 

electrons in carbon atoms (2s2 2p2) give rise to 2s, 2px , 2py , and 2pz orbitals which 

can  mix  forming  the  strong  covalent  bonds  in  carbon  structures.  Several 

possibilities for  electron configuration or hybridization of  the atomic orbitals can 

arise, leading to different properties of carbon materials. 

The flexibility of the carbon-carbon bond results in a large family of nanoscale 

carbon  materials  which  can  exhibit  a  different  kind  of  hybridization  yielding 

different  properties  (see  figure  4.1).  For  instance,  a  carbon  nanotube  can  be 

thought of as a single graphite sheet (or graphene) rolled to form a cylinder of 

nanometer size diameter.  The curvature of the nanotubes lead to a small amount 

of sp3-like bonding such that the bonds in the circumferential direction are slightly 

weaker than those along the nanotube axis. The effect of curvature and the mixing 

of  sp2 and  sp3 bonding  is  also  true  for  fullerenes.  In  this  case,  additional 

hybridization occurs due to the introduction of pentagon rings. In contrast, nano-

diamond  clusters  and  particles  exhibit  an  admixing  of  sp2 bonding.  Carbon 

nanoribbons are finite graphene sheets exhibiting edges. The hybridization in these 

edges depend on the shape of the edge, and can lead to different electronic and 

chemical properties.

In this work, we present the properties of nanoscale carbon materials. We first 

briefly introduce the properties of the widely studied family of fullerenes and carbon 

nanotubes.  Then  we  present  the  characteristics  of  the  recently  synthesized 

graphene and graphene nanoribbons, which have interesting new properties. In the 

next two chapters, we will describe different synthesis methods focused on large-

scale production of graphene sheets and graphene nanoribbons, some of which 

were  developed  at  our  laboratory  (�5),  and  some  of  the  new  properties  of 

nanoribbons and other materials (�6). This chapter introduces the state of the art 

nanoscale  carbon  and  sets  the  background  for  our  perspectives  on  how  the 

interesting field of nanocarbon materials will evolve in the next years based on the 

current technological needs and the problems for assessing them.
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Science of fullerenes was boosted when the synthesis of such structures was 

made  available  in  macroscopic  quantities  [1,2].  Since  then,  a  large  number  of 

studies  have  appeared,  and  several  applications  have  been  proposed.  For 

example,  fullerenes are  now considered as  versatile  building  blocks  in  organic 

chemistry,  introducing  new  chemical,  geometric,  electronic,  photophysical,  and 

photochemical  properties  [3].  The  most  intensively  studied  fullerene  is  the 

buckminsterfullerene C60. The spherical cage of C60 makes it and its higher family 

members unique. Fullerenes can be considered as three-dimensional analogues of 

benzene and other planar aromatics, but in contrast to such systems, fullerenes 

have no boundaries,  and therefore no hydrogen atoms are  needed to  saturate 
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Figure 4.1: The family of graphene-based carbon materials. As graphene is rolled up and 

joined it  forms a nanotube. Nanoribbons are formed when cutting graphene along two 

parallel  lines.  If  two  other  cuts  on  perpendicular  direction  are  made  to  graphene 

nanoribbons,  a graphene nanodot is obtained.  Pentagons and heptagons in  graphene 

create  curvature  and  can  us  form  nanocones  or  if  completely  closed  (e.g.  with  12 

pentagons), a fullerene is obtained. Nanohelixes and nanotori can be obtained by rolling 

nanotubes.  Graphene layers  joined  by  nanotube  segments  can  form a  nanofoam.  All 

these structures can be formed with bilayer, trilayer or multilayer graphene, forming, for 

instance, multi-walled nanotubes, multiple layer nanoribbons, onions, etc.
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dangling  bonds.  This  change  in  topology  alone  changes  the  reactivity  of  the 

fullerenes  and  makes  it  significantly  different  from  that  of  classical  planar 

aromatics, and has established a new chemistry called fullerene chemistry [3].

The icosahedral C60 consists of 12 pentagons and 20 hexagons (see figure 4.2b). 

This  structure  obeys  Euler’s  theorem predicting  that  exactly  12  pentagons  are 

required for the closure of a carbon network consisting of n hexagons. The isolated 

pentagon rule predicts that fullerene structures with all the pentagons isolated by 

hexagons are more stable when compared to structures with adjacent pentagons.

Due to the spherical shape, C60 has several consequences. a) The deviation from 

planarity  introduces  a  large  amount  of  strain  energy;  for  instance, 

thermodynamically, C60 is less stable than the planar graphite. b)The curvature and 

the deviation from planarity causes re-hybridization of the sp2 s and p orbitals and 

deviates from strictly planar situations [4].

In  fact,  C60 has  an  average s  bond  hybridization  of  sp2.278 and  a  fractional  s 

character  of  0.085  [5–10].  As  a  consequence,  of  the  π-orbitals  extend  further 

beyond the outer surface than into the interior of C60. This implies that C60 is a fairly 

electronegative  molecule  [11,12] since  due  to  the  rehybridization  low  lying  π* 

orbitals it also exhibits considerable s character. Also, the bonds at the junctions of 

two hexagons are shorter than the bonds at the junctions of a hexagon and a 

pentagon [13–20]. As a consequence, the double bonds are placed at the junctions 

of the hexagons and there are no double bonds in the pentagonal rings. Therefore, 

the atoms at the pentagon rings are more reactive.

As mentioned above, in general, fullerenes consist of closed (~sp2 hybridized) 

carbon  networks,  organized  on  the  basis  of  12  pentagons  and  any number  of 

hexagons except one. This definition includes elongated fullerenes, better known 

as  nanotubes  [21] (Figure  2c).  In  1991,  Iijima  reported  the  existence  of  such 

structures, consisting of concentric graphite tubes [22]. A few months after Iijima’s 

publication, Ebbesen and Ajayan described the bulk synthesis of nanotubes  [23] 

formed as an inner core cathode deposit generated by arcing graphite electrodes in 

an inert atmosphere; a similar procedure to that used for fullerenes.

However, on another approach, carbon nanotubes (CNTs) can be visualized as 

rolled hexagonal  carbon networks that are capped by pentagonal  carbon rings. 

There  are  two  types  of  carbon  tubes:  single-walled  (SWNTs)  and  multi-walled 
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(MWNTs).

In the early 1990s, two research groups calculated the electronic properties of 

individual SWNTs for the first time  [24-26]. They predicted that SWNTs might be 

metallic or semiconducting, depending upon their chirality (the way the hexagons 

are arranged along the tube axis) and diameter [24-26]. By the end of that decade, 

these particular predictions where confirmed experimentally [27,28]. 

Later,  other  experimental  groups  conducted  transport  measurements  on  bulk 

nanotube samples [29], individual multilayered tubes [30, 31], and ropes of single-

walled tubules  [32]. These reports revealed that the conducting properties of the 

tubes are extremely sensitive to the degree of graphitization, chirality, and diameter. 

It is important to stress that the transport response among different bulk samples of 

MWNTs strongly depends on the preparation and method used. The best way to 

determine the conductivity mechanism of MWNTs and SWNTs is direct 4-probe (or 

2-probe) measurements on crystalline individual tubes, thus avoiding some contact 

problems: in a two probe measurement one also measures the resistance of the 

contact point of the wires to the sample. Typically the contact resistance is smaller 

than the resistance of the sample, and can thus be ignored. However, when one is 

measuring a very small sample resistance, the contact resistance can dominate 

and completely  obscure  changes in  the  resistance of  the  sample  itself.  In  this 

context,  individual  MWNT  conductivity  measurements  demonstrated  that  each 

MWNT exhibits unique conductivity properties [30,31] that can lead to both metallic 

and  semiconducting  behavior  (resistivities  at  room  temperature  of  ~1.2�10-4–

5.1�10-6 ohm�cm; activation energies <300 meV for semiconducting tubes). These 

results  were  the  first  to  suggest  that  the  geometric  differences  (e.g.,  defects, 
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Figure  4.2: Ball  and stick  models  of  (a)  a  finite  graphene layer (b)  a  Buckminster 

fullerene C60, and (c) a carbon nanotube.
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chirality, diameter, etc.) and degree of crystallinity (hexagonal lattice perfection) of 

the tubular structures play a key role in the electronic response. Bundles of SWNTs 

have been shown to behave as metals with resistivities in the 0.34�10-4 and 1.0�10-

4 ohm�cm range [32].

Carbon-carbon bond observed in graphite is one of the strongest in nature, thus, 

CNTs are excellent candidates to be the stiffest and most robust structures ever 

synthesized.  In  observing  MWNTs  and  SWMTs  under  a  transmission  electron 

microscope (TEM), it is remarkable that the tubes are flexible and do not break 

upon bending [33,34–37]. Early theoretical calculations predicted these properties 

[38–40], noting that the carbon tubes would soften with decreasing radius and by 

varying  their  chirality.  First  Young’s  moduli  measurements  demonstrated  that 

multilayered CNTs are mechanically much stronger than conventional carbon fibers 

[41,42],  and are extraordinarily  flexible  when subjected to large strain  [43].  The 

values are dependent on the crystallinity of the material and the number of defects 

(e.g.,  pentagon-heptagon  pairs,  vacancies,  interstitials,  etc.)  present  within  the 

structure.  For  instance,  pyrolytically  grown  CNTs  possess  more  defects  when 

compared with arc-discharge nanotubes due to the temperatures involved during 

processing. 

The thermal conductivity of the well-known carbon allotropes such as diamond 

and graphite (in-plane) is extremely high. Therefore, the thermal  conductivity of 

CNTs (dominated by phonons) along the tube axis is expected to be one of the 

highest ever when compared to other materials.  Kim et al.  determined that the 

thermal  conductivity for  individual  MWNTs is higher than that of  graphite (3000 

W/K)  at  room  temperature,  and  two  orders  of  magnitude  higher  than  those 

obtained for bulk MWNTs [44]. These studies revealed that the phonon mean free 

path is ~500 nm, and temperature dependence of the thermal conductivity exhibits 

a  peak  at  320  K  due  to  the  onset  of  umklapp  phonon  scattering  [44].  The 

thermoelectric power shows an expected linear T dependence, which was absent 

in  previous  bulk  measurements.  Smalley  and  coworkers  carried  out  thermal 

conductivity measurements on bulk samples composed of SWNTs produced using 

laser techniques  [32].  The results show different temperature dependence of k, 

thus implying the presence of smaller crystalline sizes within the graphitic domains 

when  compared  with  those  of  MWNTs.  Hone  [45] measured  the  thermal 

conductivity of randomly oriented SWNTs (35 W/m K) and aligned SWNTs (>200 
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W/m K). Hone et al., [46] also described the thermal conductivity of SWNTs at low 

temperatures and noticed a linear dependence of k as a function of temperature, 

reflecting  the  one-dimensional  band  structure  of  individual  SWNTs,  with  linear 

acoustic bands contributing to the thermal transport at the lowest temperatures and 

optical subbands entering at higher temperatures [47].

Nowadays, CNTs can be produced using a wide variety of processes such as arc-

discharge,  pyrolysis  of  hydrocarbons  over  metal  particles,  laser  vaporization  of 

graphite targets, solar carbon vaporization, and electrolysis of carbon electrodes in 

molten ionic salts.

Applications include the use of nanotubes as (a) gas storage components of Ar 

[48], N2 [49], and H2 [50,51]; (b) STM probes [52] and field emission sources [53–

55]; (c) high-power electrochemical capacitors [56, 57]; (d) electronic nanoswitches 

[58]; (e) chemical sensors [59,60]; (f) magnetic data storage devices (e.g., Fe-filled 

nanotubes) [61]; (g) nanocomposites [62–64]; (h) the production of nanorods (e.g., 

TiC, NbC, Fe3C, GaN, SiC, and BCx) using CNTs as reacting templates  [65, 66], 

etc.  [67]. However, in order to employ CNTs or nanocomposites on a commercial 

basis, it is necessary to control their growth, length, diameter, and crystallinity at 

accessible costs. In the following sections, the structure, growth, and applications 

of CNTs and related materials are discussed in detail.
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Although  carbon  is  one  of  the  best  known  materials,  the  two  dimensional 

allotrope called graphene was isolated only recently by Geim and Novoselov [68]. 

This  novel  material  exhibits  interesting  electronic  behavior  very  different  from 

graphite, diamond, or even more recently discovered allotropes, such as nanotubes 

or fullerenes (see �4.2). 

Graphene has been studied for a long time theoretically, because it is the starting 

point for understanding more complicated systems. Graphene can be thought of as 

the building block of other forms of sp2 carbon: it can be stacked to form graphite 

(3D), or cut to be rolled to form nanotubes (1D) or wrapped up into fullerenes (0D) 

(see figures 1 and 2). However, it was considered that graphene was a hypothetical 

material that could not be conceived experimentally because of Mermin-Wagner 

theorem:  there  should  be  no  long-range  order  in  two  dimensions;  dislocations 
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should appear in two dimensional crystals at any 

finite temperature [69]. The interest on graphene 

is largely due to its unique electronic properties 

and new physics. In the next sections, we present 

a brief review of such properties.
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Graphene crystal structure can be thought of as 

two  equivalent  carbon  sub-lattices.  Due  to 

symmetry considerations, the electronic hopping 

between the sub-lattices leads to the formation of 

two energy bands,  which intersect  at  K and K’ 

(see figure 4.3) [70]. Near these crossing points, 

the electron energy is linearly dependent on the 

wave vector.  Because of the linear dispersion, very different electronic behavior of 

graphene from that of conventional metals and semiconductors, where the electron 

behavior can be approximated by a free-electron can be observed. In fact,  this 

linear  dispersion results  in  massless excitations,  with  velocities on the order  of 

106m/s,  which are described by the Dirac equation.  Dirac fermions exhibit  very 

different  and  unusual  properties  than  ordinary  electrons,  leading  to  new 

phenomena. For example, anomalous integer quantum Hall effect can be observed 

in  graphene  even  at  room  temperature  [71,72].  Other  interesting  properties  of 

graphene include insensitivity to external electrostatic potentials (Klein paradox), 

jittery motion of the wave function under confining potentials, and large mean free 

paths. For a comprehensive review of the properties of graphene, see [73]. 

When two or more graphene layers are stacked upon each other, the electronic 

properties change notably. The relative position of neighboring layers, or stacking 

order, can be varied, and affect the electronic properties. For bilayer graphene, the 

stacking order can be either AA with each atom on top of another atom or AB, 

where a set of  atoms in the second layer sits on top of the empty center of a 

hexagon in the first layer. As the number of layers increase, the stacking order can 

become more complicated. However, for graphite, there are three common types of 

stacking: AB or Bernal stacking, ABC or rhombohedral stacking and no discernible 

stacking order or turbostratic stacking. For graphite, the most stable stacking is AB, 
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Figure  4.3:  Band  structure  for 

graphene  calculated  with  density 

functional  theory  under  the  local 

density  approximation.  Note  the 

linear band dispersion close to K.
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and therefore has become the most studied stacking for other graphene based 

stacks. However, the other stacking orders are certainly possible, specially in few 

layer graphenes, and there is no clear indication why AB stacking should be the 

most stable, and therefore different configurations should be studied.

The limit  of  thickness at  which graphene can be considered as such can be 

determined by the rapid change in the electronic structure as the number of layers 

increase. In fact, the first 3 AB stacks of graphene show very different electronic 

spectra (see figure 4.4). The bilayer (figure 4.4b) shows parabolic bands (thus, no 

Dirac electrons) which touch at the Fermi level. Under the presence of an electric 

field  the  gap  on  bilayer  graphene  can  be  opened,  and  therefore,  it  is  very 

interesting  for  technological  applications  [72].  The  trilayer  shows an  interesting 

band structure which is in some sense the combination of the monolayer and the 

bilayer. In general, for few layer graphene with N layers (AB stacking), there will be 
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Figure 4.4: Low energy DFT 3D band structure and its projection on kx close to k-point K ( 

π/a*[2/3, 0.0 0.0]) for (a) graphene, (b) bilayer graphene, (c) trilayer graphene and (d) graphite. 

(a) shows the characteristic Dirac point of graphene. The Dirac point (i.e. relativistic fermion 

characteristic) is lost in bilayer graphene (b), but appears again in trilayer graphene (c). (d) 

shows the Graphite structure which exhibits a semimetallic band structure with parabolic-like 

bands. The Fermi level has been set at zero in all cases.
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a linear band (Dirac fermions) if N is odd [74]. As the number of layers increases 

the  band  structure  becomes more  complicated:  several  charge carriers  appear 

[68,75], and the conduction and valence bands start notably overlapping  [68,76]. 

Therefore three different  types of  2D crystals  are distinguished:  graphene,  and 

double- and few- layer graphene. Thicker structures can be considered as thin films 

of graphite [77].

The  stacking  order  or  disorder  has  been  found  to  dramatically  change  the 

electronic properties of multilayer graphene, introducing Dirac fermions due to the 

symmetry breaking even in graphite [78,79].

A finite layer of  graphene will  inevitably have borders (thus forming graphene 

nanoribbons), which can exhibit edge states and different electronic and magnetic 

properties  depending  on  the  size  and  type  of  border.  The  most  studied  chiral 

angles 0°, and 30° lead to armchair and zigzag edges, or armchair and zigzag 

nanoribbons (A-GNRs, Z-GNRs),  respectively (see figure 4.5 left).  Experimental 

results indicate that these are the most common type of edges in nanoribbons [80], 

although edge reconstruction with pentagonal  and heptagonal  carbon rings has 

also been observed [81,82]. 

Z-GNRs exhibit edge states not present in the armchair case [83,84] (see figure 

4.5 right). These edge states are present as a flat band around the Fermi level, but 

extended along the ribbon's edge, leading to a metallic nanoribbon if the width is 

large enough [85-87]. Furthermore, Z-GNRs exhibit interesting magnetic properties 

of relevance for spintronics  [88-91]. A-GNRs have a peculiar dependence on the 

width. 

Effect of thickness (i.e., more than one layer) has also been studied. According to 

these  studies  GNRs  have  increased  numbers  of  zigzag  edge  states,  and 

decreased armchair band gaps, when multilayered [92]. Although Eg of a bilayer A-

GNR (b-A-GNR), in general, is smaller than that of A-GNR, bilayer A-GNR exhibits 

two  distinct  groups,  metal  and  semiconductor,  while  AGNR  displays  purely 

semiconducting  behavior.  Moreover,  Eg  of  b-A-GNR  is  highly  sensitive  to  the 

interplanar  distance  [93]. Other  studies  have shown that  A-GNRs exhibit  three 

classes of bilayer gaps which decrease with increasing ribbon width [94].

The edge states in graphene and multilayer graphene nanoribbons are highly 

reactive  sites.  The  modulation  of  the  electrical  and  magnetic  properties  of 
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graphene and multilayer graphene nanoribbons from the attachment of different 

atoms  or  molecules  has  been  proposed  for  applications  such  as  sensors, 

memories and processing devices. 
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The study of the electronic properties of GNRs started with the work of Fujita et 

al. in 1996 [83,84]. The different properties of nanoribbons with different chiralities, 

similar  to  carbon nanotubes,  were then revealed.  According to  the first  studies 

based on orthogonal  π tight binding (π-TB) calculations, it was predicted that Z-

GNRs would exhibit edge states not present in the armchair case. Furthermore, 

these edge states were present as a flat band around the Fermi level (see figure 

4.5 right). These states are localized at the edges, but extended along the ribbon’s 

edge, leading to a metallic nanoribbon. More accurate Density Functional Theory 

(DFT) within the Local Density Approximation (LDA) calculations have revealed that 

the  Z-GNRs exhibit  a  finite  band gap when  the  structures  are  relaxed  or  spin 

polarization is considered  [95,86]. Calculations beyond local interactions such as 

GW quasiparticle (GW-QP) calculations agree qualitatively with the LDA results; 

however,  the  electron-electron  interaction  correction induces an increase of  the 

band gap for all cases [87]. Recent transport experiments have revealed that the 

existence of  an energy gap in GNRs may be understood in terms of  Coulomb 

blockade  [95]. It is important to note that most calculations have been done with 

the  edges  saturated  with  hydrogen,  otherwise,  dangling  bonds  appear.  These 

dangling bonds are very reactive, and thus normally not feasible under ambient 

conditions, where they would get saturated with some ambient molecule or atom. 

However,  under  vacuum  and  at  high  temperatures,  these  saturating  atoms  or 

molecules could be removed.  

The electronic properties of GNRs have a peculiar  dependence on the width. 

According  to  π-TB  calculations,  A-GNRs  can  be  divided  in  two  families: 

semimetallic  if  the  width  NA =  3p+2,  where  p  is  an  integer;  or  semiconductor 

otherwise.  DFT calculations indicate that A-GNRs can be grouped in three families 

according to NA = 3p, NA = 3p+1 and NA=3p+2, all with different band gaps (Eg) 

such that ∆Eg3p+1 > ∆Eg3p > ∆Eg3p+2. Barone et al. predict that in order to produce 

materials with band gaps similar to Ge or InN, the width of the ribbons must be 

between 2 and 3 nm. If larger bang gap ribbons are needed (like Si, InP, or GaAs), 
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their width must be reduced to 1-2 nm [86].

Zero dimensional systems (I,.e. finite width and length) have also been studied 

[96-98]. Shemella et al., have found that in addition to quantum confinement along 

the width of the ribbon, an additional finite size effect emerges along the length of 

ribbons  only  for  metallic  armchair  ribbons  [96].  However,  most  of  the  physical 

features appearing in the density of states of an infinite GNR are recovered at a 

length of 40 nm [97]. Nevertheless, even for the long edge effects appear in the 

vicinity of the Fermi energy. The weight of these edge states scales inversely with 

the length of the ribbon, and they are expected to become negligible only at ribbon 

lengths of the order of micrometers [97].

Other  morphologies  have  been  studied,  such  as  Möbius  strips,  and  twisted 

graphene nanoribbons [99,100]. A high number of twists leads to a sharp increase 

of  the HOMO -> LUMO transition energy  [101].  Yakobson  et  al., have recently 

showed that  graphene  nanoribbons  with  small  width  will  tend  to  form helically 

shaped twists, while nanoribbons with larger width will show ripples [101].
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Figure 4.5: Left: Molecular model of graphene showing the different angles defining 

the zigzag and armchair edges. The convention for labeling the width of GNRs with NA 

and NZ is shown. Right: third nearest neighbors tight binding structure for an armchair 

(top) and zigzag (bottom) nanoribbon.
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Since the first  studies by Nakada and Fujita  [83,84] it  was realized that edge 

states  in  Z-GNRs  could  exhibit  interesting  magnetic  properties.  Later,  it  was 

showed  that  Z-GNRs  exhibit  an  antiferromagnetic  configuration  between 

ferromagnetically  coupled  edge  states  at  each  edge,  and  this  configuration  is 

energetically favored over the configuration with same spin orientation between the 

two edges [29]. Thus, Z-GNRs have a null total magnetic moment. These findings 

were confirmed using non-collinear spin calculations [102]. The magnetism of the 

graphitic edge is well understood by considering the magnetic tails’ interaction and 

the  antiferromagnetic  interlayer  coupling.  As  for  the  inter-edge  interactions,  the 

antiferromagnetic  coupling  between  the  edge  states  is  favored,  but  the  energy 

lowering  relative  to  the  ferromagnetic  coupling  decreases  as  the  strip  width 

increases [88].

In spite of these findings, GNRs found their way with interesting spin properties. 

Wimmer et al., find that nanoribbons symmetric edges show zero spin conductance 

but  nonzero  spin  Hall  conductance,  and  only  nanoribbons  with  asymmetrically 

shaped edges give rise to a finite spin  conductance and can be used for  spin 

injection into graphene [103]. 

Son,  Cohen and Louie proposed that  the effects  of  external  transverse fields 

would  be  significant  on  the  edge states  [104].  They found that  Z-GNRs would 

become  half-metallic  upon  the  effect  of  a  transverse  electric  field.  The  half-

metallicity of the Z-GNRs originates from the fact that the applied electric fields 

induce energy-level shifts of opposite signs for the spatially separated spin-ordered 

edge states [104]. Other studies using hybrid functionals have suggested that finite 

graphene ribbons behave as half-semiconductors [105]. At B3LYP level of theory, it 

was confirmed that the half-metallicity in Z-GNR can be realized when an external 

electric field is applied across the ribbon [106]. The critical electric field decreases 

with the increase of the ribbon width to induce the half-metallicity. Both the spin 

polarization and half-metallicity are removed when the edge state electrons fully 

transferred from one side to the other under very strong electric fields. The electric 

field  range under  which  Z-GNR remains half-metallic  increases with  the  ribbon 

width [106].

In addition, first-principles simulations predict that spin-valve devices based on 
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GNRs will  exhibit  magnetoresistance values that are thousands of times higher 

than previously reported experimental values, due to the unique symmetry of the 

band structure in the nanoribbons [107]. It has been showed that it is possible to 

manipulate the band structure of the nanoribbons to generate highly spin-polarized 

currents [106].
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The optical properties of graphene nanoribbons are also interesting. The optical 

absorption of Z-GNRs is qualitatively different  from that  of  armchair  nanotubes. 

Unlike the selection rule for nanotubes, when the incident beam is polarized along 

the longitudinal direction, the interband transitions at direct gaps are forbidden for 

GNRs. This selection rule is due to the finite width of graphene nanoribbons [108].

Also, GNRs exhibit strongly bound bright and dark excitons dominating the optical 

spectra  [109,110].  It  has  been  shown  that  the  absorption  and  luminescence 

properties of nanoribbons can be controlled by changing both width family and 

edge termination  [109,110].  For instance, the optical  response of the Z-GNRs is 

found to be dominated by magnetic edge-state-derived excitons with large binding 

energy  [111].   Also,  photo-assisted  inter-subband  transitions  could  lead  to 

interesting optoelectronic properties [112].

The  vibrational  properties  and  Raman  spectra  of  GNRs  studied  DFT-LDA 

indicates that for all GNRs there are three typical Raman-active modes,  i.e., the 

radial-breathing-like mode (RBLM), the localized mode and the graphene E-2g-like 

one, which are helpful to identify different GNRs in the Raman experiments. Among 

them, the RBLM is the most characteristic one, whose frequency decreases with 

the increasing GNR width in a linear proportion to the inverse square root of the 

width, making it very useful to determine the GNR width experimentally [113].

	� �%����∀�
!��������

The vast  majority  of  the nanoribbons studied in the literature have the edges 

saturated with hydrogen to avoid dangling bonds which usually introduce states 

around the Fermi level. The non-saturated edges are highly reactive sites, and are 

unlikely  to  be  stable  at  ambient  conditions.  However,  they  could  remain  non-

saturated after a heat treatment, and under vacuum or inert atmosphere. In any 

113



�
	���
����
���	

case, the effect of saturation is equivalent to doping in classic semiconductors, as 

could be a way to change the electronic and magnetic properties of nanoribbons. 

It has been found that the C-C bond lengths and bond angles near the graphene 

nanoribbon (GNR) edge have considerable changes when edge carbon atoms are 

bounded to different atoms  [114]. Pati and Datta found that saturating the edges 

with boron atoms stabilizes zigzag nanoribbons into a ferromagnetic ground state, 

and the system exhibits half-metallicity under finite electric fields at any width [115]. 

Rosales et al. study the effect of lineal organic molecules attached to graphene 

nanoribbons  [116]. They found that the conductance exhibits an even-odd parity 

effect as a function of the length of the attached molecules. Kudin has studied the 

effect of edge saturation with two H or F atoms [117]. According to their calculation, 

there is a significant alteration of the carbon bond across the ribbons, and the most 

stable state is a closed shell configuration. According to Cervantes-Sodi and co-

workers,  N  and  B  produce  different  effects,  depending  on  the  position  of  the 

substitutional  site  [118].  In  particular,  edge  substitutions  at  low  density  do  not 

significantly  alter  the  band  gap,  while  bulk  substitution  promotes  the  onset  of 

semiconducting-metal transitions. Pyridine-like defects induce a semiconducting-

metal transition. 

The magnetic properties are also sensitive to edge modification. Huang, et al. 

found that  the stability  of  the spin state and its magnetic moments is found to 

continuously decrease with increasing the concentration of the defects or impurities 

[119].  The system generally  becomes nonmagnetic  at  the  concentration  of  one 

edge defect (impurity) for every c.a. 10 �. Doping the edge by Mg and B can turn 

the semiconducting armchair ribbon into a metal  [120]. The formation of a spin-

paired C-O bond drastically reduces the local atomic magnetic moment of carbon 

at the edge of the ferromagnetic zigzag ribbon [121].

The absorption of different gas molecules on the edges of GNRs has also been 

investigated.  The  electronic  and  transport  properties  of  the  GNR  edges  are 

sensitive to the adsorption of different gases, and depending on the type of gas 

molecule the system could exhibit n- or p-type semiconducting behavior [122-124]. 

The change of the electronic properties upon gas adsorption could be used to 

make p-type or n-type semiconductors by means of finite concentration adsorption 

of gas molecules or a gas sensor [123]. 
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Adding transition metal atoms at the edges of carbon nanoribbons has also been 

studied. Depending on the ribbon width and adsorbed TM atom species, A-GNR, 

which are nonmagnetic semiconductors, can either be a metal or a semiconductor 

with ferromagnetic or antiferromagnetic spin alignment, and in the case of Ti and 

Fe could exhibit half metallicity  [125,126]. Armchair edge doping with Fe and Mn 

change it into a ferromagnet with a large magnetic moment [127,128].

Kan, et al., and Dalosto et al., separately, have proved that half metallicity can be 

achieved by selectively adding polar molecules at the edges of carbon nanoribbons 

[129,130]. In the first case, attaching NO2 to one edge and CH3 groups to the other 

edge. 

Although substitutional doping on these nanoribbons seems rather difficult form 

the  experimental  standpoint,  there  have  been  several  studies  of  graphene 

nanoribbons doped with boron  [85,118,131,132], and nitrogen [85,118,133].  These 

studies show that these impurities induce localized states around the Fermi level, 

which act as scattering sites.  

Other  reactive  sites  are  structural  defects.  OuYang  et  al., have  studied  the 

functionalization  of  graphene  nanoribbons  by  carboxyl  groups  on  Stone-Wales 

(SW) defects [134]. With the increase of the axial concentration of SW defects, the 

system would transform from semiconducting behavior to p-type metallic behavior.

	� �&��������������!����������

Since many of the potential  applications of GNRs arise from the possibility  of 

tuning the properties with the edge type and family,  a natural  question is what 

happens when the chiral angle is different from the armchair or zigzag angle. This 

question was already addressed by Nakada, et al., [84], and they determined that 

for a ribbon of a width of a few nanometers, the edge states would prevail even for 

the inclusion of an armchair-type edge for every three zigzag-type edge (see figure 

4.5).  It has been shown that a moderate degree of edge disorder can explain the 

fact  that  the  experimentally  measured  bandgaps  of  GNRs  do  not  depend  on 

orientation [135].

Edge disorder has proved to be significant in transport properties in transistor 

devices. For example, it was found that the presence of edge roughness decreases 

the ratio between the on-current and minimal leakage current  [136]. It has been 
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noted that if the impurity scattering does not connect the two valleys, i.e., there is a 

long-range potentials due to the impurities at the edges, then the channel is a good 

conductor  [137].  The  addition  of  edge  disorder  significantly  reduces  on-state 

currents and increases off-state currents,  and introduces wide variability  across 

devices. These effects decrease as ribbon widths increase and as edges become 

smoother.  However,  the  band  gap  decreases  with  increasing  width,  thereby 

increasing the band-to-band tunneling mediated subthreshold leakage current even 

with perfect nanoribbons [138].

Other defects, such as edge vacancies have been also studied. For the case of 

A-GNRs, edge vacancies induce a reduction of Eg leading to a semiconductor-

metal  transition  [139].  Though the electronic band structure of  Z-GNRs may be 

affected  by  the  edge-vacancy  defects,  their  metallic  characteristic  remains.  On 

transport  calculations,  a  single  edge  defect  induces  quasi-localized  states  and 

consequently causes zero-conductance dips. The center energies and breadths of 

such dips are strongly dependent on the geometry of GNRs. A-GNRs are more 

sensitive to a vacancy than Z-GNRs, but are less sensitive to a weak scatter [140].

The stability of the spin state and its magnetic moments is found to continuously 

decrease with increasing the concentration of the defects or impurities. The system 

generally becomes nonmagnetic when the concentration of defects is larger than 

one for each 10 Å [141]. The presence of certain kinds of defects at the edges of 

monohydrogenated Z-GNRs changes dramatically the charge transport properties 

inducing a spin-polarized conductance. There are two different classes of defects 

depending on their  distinct transport  properties: (i)  sigma-defects,  which do not 

affect the transmittance close to the Fermi energy; and (ii) pi-defects, which cause 

a spin polarization of the transmittance and that can be further divided into either 

electron  or  hole  defects  if  the  spin  transport  polarization  results  in  larger 

transmittance for the up or down spin channel, respectively [142].
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The four valence electrons in carbon atoms (2s2 2p2) give rise to 2s, 2px, 2py, and 

2pz orbitals which can mix forming the strong covalent bonds in carbon structures. 

Several possibilities for electron configuration or hybridization of the atomic orbitals 

can arise, leading to different properties of carbon materials. In this chapter we 
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have  reviewed  the  most  relevant  properties  of  carbon  materials  for  the  next 

chapters.  In  particular,  the  discovery  of  graphene  and  consequently,  graphene 

nanoribbons  (GNRs)  has  set  a  new  dimension  for  nanoscale  carbon  science. 

These new material is the subject of study of the following two chapters.
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It is well known that the properties of carbon materials heavily depend on the 

environment  of  each  of  the  carbon  atoms  in  its  structure.  For  example,  the 

electrical properties of diamond and graphite are completely different: the first is an 

insulator, while the second is a conductor. In diamond, each carbon atom is bound 

to four carbon atoms resulting in a sp3 hybridization. On the other hand, in graphite, 

each carbon atom is bound to three carbon atoms forming the  sp2 hybridization 

leaving an out of plane delocalized pz orbital. This hybridization allows an electron 

to move freely, and therefore, leads to conduction. 

The hybridization of nanoscale carbon slightly deviates from that of graphite or 

diamond, due to curvature or to the presence of pentagonal or heptagonal rings. 

Even without curvature, when graphite becomes single layered (called graphene), 

interesting properties appear.  Furthermore,  when graphene becomes finite,  and 

exhibits edges, new properties arise. 

In this chapter, the object of study is carbon nanoribbons from an experimental 

viewpoint.  We  present  two  approaches  for  experimentally  achieving  carbon 

nanoribbons, based on the well  known technique of chemical  vapor deposition. 

Although the characteristics of the produced samples do not perfectly resemble the 

ones  of  graphene  nanoribbons,  these  approaches  are  a  good  start  for  further 

scaling of a novel carbon nanoribbon based range of applications. 

The discovery of graphene and consequently, graphene nanoribbons (GNRs) has 

set a new dimension for nanoscale carbon science. Now that graphene synthesis 

has become available,  some of its  predicted properties have been successfully 

verified experimentally  [1]. Currently, the synthesis of graphene nanoribbons has 

been achieved using experimental methods with very low yield such as mechanical 

cleavage followed by lithography,  etching  and chemical  stripping.  Nevertheless, 

important efforts to achieve large scale synthesis of graphene nanoribbons have 

begun to appear. Chemical vapor deposition (CVD) has been successfully carried 

out leading to bulk quantities of graphite nanoribbons which may be very useful for 

composites. This method will  be reviewed and analyzed in  �5.2.  Another novel 

approach has been reported using carbon nanotubes (CNTs) as starting material, 

and by unzipping them in  a controlled way, nanoribbons of precise dimensions 
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could result. This approach will be explored in �5.3. 
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Chemical vapor deposition (CVD)-based synthesis has been successfully carried 

out which yield to milligrams of relatively thick carbon nanoribbons which could be 

very useful for different applications [2]. CVD allows a one-step production of bulk 

quantities of graphitic ribbons. This material has been carefully characterized by 

several techniques and is found to have interesting properties. 

The synthesis of these carbon nanoribbons (CNRs) was carried out using the 

aerosol  pyrolysis  process  [3].  Briefly,  solutions  of  ferrocene  (Fe(C5H5)2)  and 

thiophene (C4H4S) in ethanol were used and sprayed as an aerosol and carried by 

an argon flow into a quartz tube located inside a two-furnace system heated to 

1223 K. A black powder material scraped from the walls of the tube located in the 

first furnace area is the resulting material. 

The morphology of  the  initial  black powder consisted  of  ribbon-like  structures 

exhibiting lengths of several micrometers, widths ranging from 20 to 300 nm and 

thickness  of  <15  nm  (figure  5.1).  The  edges  of  the  as-prepared  ribbons  also 

displayed relatively sharp cuts that could be related to the presence of either zigzag 

or armchair edges  [4]. Detailed analysis indicates that the CVD nanoribbons are 

highly crystalline and do not exhibit impurities originated from the synthesis (e.g. Fe 

or S)  [2]. It is interesting to note that the initial ribbons revealed both flat regions 

and rippled areas. These ripples have been observed to be a consequence of the 

thermal stability of single graphene layers and its edges [5,6]. This could suggest 

that the nanoribbons synthesized by this method grow layer by layer. In any case, 

the  complete  understanding  of  the  morphology  and  structure  of  these  CNR 

materials  is  imperative  for  the  prediction  of  its  properties  and  their  eventual 

applications.

Campos-Delgado  and  co-workers  have  investigated  the  effect  of  high 

temperature thermal annealing on the morphology and structure of the CNRs. It 

can  be  observed  from  SEM  images  that  the  thermal  annealing  substantially 

changes the morphology of the CNRs even at low magnification (see figure 5.2) 

due to the elimination of defects through atom rearrangement and graphitization. At 

higher magnifications, Campos-Delgado et al. observed the formation of the so-
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called loops at the edges of the CNRs (see figures 5.3 and 5.4) [7]. These loops 

are  formed  to  eliminate  dangling  bonds  of  the  very  reactive  edges  of  the 

nanoribbons  when  hydrogen  is  no  longer  saturating  them  (i.e., at  high 

temperatures). These loops have been observed before in graphitic fibers [8-11]. 

As the samples are thermal annealed, interesting features start  to emerge. At 

temperatures  below  1500°C,  structural  changes  begin  to  appear  and  a  well-

developed  lattice  fringe  structure  can  be  observed.  These  fringes  start  to  get 

aligned as evidence of graphitization (figure 5.4). Above 1500°C, single and double 

loops start to appear, although open edges are majority. As temperature increases, 

increasingly  straighter  lattice  fringes  are  observed,  and  multi-loop  formation 

emerges, and until being majority in the sample. However, it can be noted from the 
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Figure  5.1:  (a)Low magnification and (b) high magnification SEM images of 

CVD  produced  carbon  nanoribbons.  (c)  edge  reconstruction  of  carbon 

nanoribbons with joule heating. Courtesy of Campos-Delgado [2,4].
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TEM images that the open edges never cease to appear  [7].  A model  for loop 

formation has been proposed, in which two adjacent graphene sheets will tend to 
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Figure  5.2:  Scanning  electron  micrographs  of  different  carbon  nanoribbons  after 

different heat treatment temperatures observed from a top view of the ripples. The effect 

of heat treatment on the ordering of the graphitic planes is already observed.

Figure 5.3: Schematic representation of the loop formation 

upon heat treatment [7].
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Figure 5.4: Transmission electron micrographs showing the loop formation upon 

the increase in temperature during heat treatment. Note that at 2000°C the loops 

are sometimes formed between two consecutive layers. Also, note that even after 

the 2800°C  treatment, there are open edges between some of the loops [7].
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join their edges to form a loop, and the radius of curvature will systematically be 

greater than the separation of the sheets (figure 5.3) [7,12].
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It is well known that inner shell excitation probes, such as electron energy loss 

(EEL) and X-ray absorption spectroscopy, are well suited for studying the structural 

and electronic properties of carbon materials  [13-17]. Therefore, near edge X-ray 

absorption  (NEXAFS)  studies  were  carried  out  to  gain  some  insight  on  the 

structure and the chemical properties of CNRs. 

Figure 5.5a shows a typical NEXAFS spectra for a pristine CNR shown in figure 

5.5 b. The spectra show the characteristic 1s-π* transition peak characteristic of sp2 

hybridized C atoms, and a broader peak at 291.5 which is the 1s-σ* resonance. 

Additionally, the spectra show a peak at around 288eV and a shoulder close to 

290eV. These features have been related to the presence of oxygen and hydrogen 

at  the  walls  of  carbon nanotubes,  e.g.  functionalization  with  C==O and COOH 

(287-289eV)  groups  or  presence  of  CHx  (289-290eV) species  [18-22].  The 

absorption images (figure 5.5c) at 285.2 eV and 291.9eV show that the samples 

are significantly more ordered and more graphitic than the carbon grid. In contrast, 

the images at 288eV and 290eV show that the sample contains as much oxygen 

species as the carbon grid, but less hydrogenated species. It is important to note 

that at first sight there is a difference between the edges of the nanoribbon and the 

inner  part  of  the  nanoribbon;  however,  a  point  scan  at  the  edge  shows  no 

significant differences. The difference shown at the image could rather be a blur-

effect, since the size of the edge fringe is very close to the pixel resolution of the 

method (~20 nm).

Figure 5.6 shows a comparison of the NEXAFS spectra of CNRs after different 

heat treatment. As mentioned before, the peak at c.a. 288 eV can be explained by 

the introduction of oxygen-containing functional groups at the edges of the open 

CNRs. As the sample is heated (e.g. at 1500°C), this peak vanishes. However, 

after further heating (2800°C), a large shoulder appears. Also, a shift toward lower 

energies  of  the  1s-π* transition,  and  a  decrease  with  respect  to  the  1s-σ* 

resonance  is  observed  after  heat  treatment.  NEXAFS and EELS spectra  have 

been used for determining the ratio of sp2 to sp3 bonds in a structure, by taking the 
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area under the 1s-π* and 1s-σ* peaks. The sp2 to sp3 ratio has been very important 

for  the  characterization  of  amorphous  carbon,  since  the  proportion  of  sp3 

determines the hardness,  chemical  inertness and friction of the material,  which 

eventually dictates its properties. Figure 5.6 shows that the sp2 area is reduced as 

the  heat  treatment  temperature  increases.  This  is  rather  counter  intuitive,  and 

contradicts  with the TEM observation of the appearance of  fringes as the heat 

treatment temperature increases (see figure 5.4). However, the quantification of the 

sp2 to sp3 ratio is based on the assumption that the π* and σ* bands do not overlap 

and can be clearly separated [23]. 

A deconvolution of the spectra of a 2800°C heat treated nanoribbon shows that 

there are several peaks between the 1s-π* and 1s-σ* transitions that contribute to 
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Figure 5.5: (a) NEXAFS absorption spectra for a pristine CNR showing a 

peak close to 288.05 eV usually attributed to C-H bonds. (b) SEM images 

of a pristine nanoribbon. (c) STXM images of the same CNR showing that 

the nanoribbon at four different absorption energies.



�
���	��
	������	�

the  extended  shoulder, 

and  extends  and 

overlaps  with  the  σ* 

peak  (see  figure  5.7). 

According to this model, 

the p to s ratio is large 

and  is  consistent  with 

the TEM observations. 
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The origin of the peaks 

in  the  range  between 

286-290  eV,  as  stated 

before,  cannot  be 

attributed to hydrogen or 

oxygen species. Several 

theoretical  studies  on 

the  EELS  spectra  of 

very small  diameter carbon nanotubes indicate that the curvature can introduce 

peaks in this region [24,25].

In order to understand the origin of these peaks, and the shift of the p transition, 

we  carried  out  Electron  Energy  Loss  function  calculations  under  the  Random 

Phase Approximation of different carbon systems.  Figure 5.8 shows the EELS of 

three different finite carbon systems which have pentagons on their structure. As 

stated before, pentagon rings on carbon nanostructures are known to be highly 

reactive sites, and to be responsible for the electronegativity of C60. It is clear that 

for the case of C60, the large curvature and pentagon sites induce different peaks 

between the  π* and  σ*  transitions. However this is not that  clear in other finite 

systems, such as nanocones and capped tubes. The effect of the curvature and 

the pentagonal rings might be suppressed by the presence of hydrogen atoms that 

were used to avoid dangling bonds during simulation,  since a broad s peak is 

observed, in agreement with the fact that CHx species introduce transitions close to 

the s peak. The effect of curvature on the EEL function can be seen more explicitly 

on  the  spectra  of  nanotubes  with  different  diameters.  In  this  case,  the  peaks 
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Figure  5.6: NEXAFS spectra for different carbon nanoribbons: 

pristine, and after heat treatment of 1500°C and 2800°C. The 

pristine sample exhibits a peak at around 288eV characteristic 

of oxygen functionalization. This peaks vanishes after thermal 

annealing, but a pronounced shoulder appears when the sample 

is  treated  at  2800°C,  in  which  case  cannot  be  attributed  to 

functionalization.
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between the  π* and  σ* transitions are more pronounced and left  shifted as the 

curvature increases.  This  could explain  the broad shoulder in  the CNR sample 

treated at 2800°C since there are different curvatures in the overlapping loops (see 

figures  5.3  and  5.4).  Finally  figure  5.8c shows the  calculated  EEL function  for 

looped carbon nanoribbons with different loop diameter, showing consistent results 

with the previous observations. 

In summary, CNRs are a new material that shares several properties with carbon 

nanotubes and graphite, but it is clear from this analysis that this material also has 

unique structural and electronic properties. Iijima and co-workers have proposed 

that  loops  observed  upon  heat  treatment  on  highly  oriented  pyrolitic  graphite 

should have a large amount of heptagonal and pentagonal rings in order to account 

for the observed rough edges [26]. These sites, or curvature alone, specially the 
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Figure  5.7:  Absorption spectra and peak deconvolution of a CNR 

after  heat  treatment  at  2800°C.  Several  peaks  can  be  observed 

between the 1s-π∗ and the 1s-σ∗ transitions, however these cannot 

be  attributed  to  functionalization  groups.  The  absorption  images 

show that the sample is graphitic, and that the source of the peaks at 

288eV is not evenly distributed along the CNR.
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smallest loops formed at around 2000°C, 

could  introduce  new  chemistry  in  one 

dimensional carbon structures that is only 

comparable  with  fullerene  chemistry. 

However, along with the advantages of a 

robust  chemistry,  this  materials  will  most 

probably  exhibit  the  mechanical  and 

electrical properties of carbon nanotubes.
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In  the  previous  section,  we  have 

analyzed  a  new  form  of  carbon 

nanoribbons  which  shares  many 

properties with nanotubes and fullerenes. 

But  it  also  shows  similarities  with 

graphene nanoribbons, since the effect of 

the shape of their  borders determine the 

properties this materials show; however, in 

that case what determines the properties 

is whether the edges form loops or not and 

the diameter  of  the loops.  However,  it  is 

still  interesting  to  try  to  experimentally 

achieve materials with closer resemblance 

with graphene nanoribbons.

Another  approach for  the  production  of 

carbon  nanoribbons  has  been  to  use 

carbon nanotubes as starting material, and 

somehow peel off the walls in a controlled 

way (see figure 5.9) [27]. Recently, James 

Tour and coworkers have used a chemical 

attack  based  on  sulfur  acid,  potassium 

permanganate  and  mild  heating  that 
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Figure  5.8:  Calculated  Electron  Energy 

Loss function for different carbon systems. 

(a) Finite systems: C60, a capped tube and 

a  nanocone  exhibit  pentagons  in  their 

structure  showing  peaks  between  the  π* 

and σ*. (b) Carbon nanotubes with different 

diameters.  As  the  diameter  decreases,  a 

peak close to the σ* transition appears, and 

there is a shift of the  π* transition to lower 

energies.  (c)  Looped  carbon  nanoribbons 

with  different  curvature  showing  peaks 

between the p and the s transitions.
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opens up the tubes longitudinally [28]. Similarly, Cano et al., have opened CNTs by 

the intercalation of lithium and ammonia [29]. However, in both cases the resulting 

nanoribbons exhibit  impurities at the edges that could affect,  for  example,  their 

electronic properties. The group of Hongjie Dai has presented a multi-step process 

in which CNTs partially embedded in a polymer film are etched with argon plasma 

[30].  Subsequently,  the film is  removed using solvent vapor followed by a heat 

treatment of the resulting nanoribbons to remove any residual polymer  [30]. The 

key advantage of this technique is that very narrow nanoribbons (< 10nm) can be 

produced, resulting in a sample of all  semiconductor nanoribbons; however, this 

multi-step method is hardly scalable.

Recently, Datta and co-workers [31], and separately Ci  and coworkers  [32,33] 

demonstrated  the  controlled  catalytic  cut  of  graphite  by  deposited  metal 

nanoparticles.  Carbon in  graphite  diffuses on  the  metal  nanoparticle  when the 

system is  heated  at  approximately  900ºC under  an  Ar-H  atmosphere  until  the 

particle  gets saturated and then reacts with  H2 to,  in  a  process that  has been 

addressed in the literature as catalytic hydrogenation of carbon [34]. Depending on 
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Figure 5.9: Carbon nanotubes can be unzipped by treating them with sulphuric acid and 

potassium permanganate (anoxidizing agent) to form nanoribbons or graphene sheets 

(single  layers  of  graphite).  A  complementary  method  consists  in  nanotubes  partially 

embedded in a polymer film which are etched by argon plasma. Another approach is to 

insert  alkali-metal  atoms  between  the  concentric  cylinders  of  a  multiwalled  carbon 

nanotube, which causes graphene sheets to peel off. The method presented here use 

catalytic metal nanoparticles to cut along the length of a nanotube like a scalpel.
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the  particle  size,  the  cut  can be random, or  directed  under  specific  directions, 

forming armchair or zigzag edges [32,33]. 

In our laboratory, we have carried out the catalytic cutting of multi-walled carbon 

nanotubes  (MWNTs)  and  nitrogen-doped  multi-walled  carbon  nanotubes 

(CNxMWNTs) using either Co or Ni nanoparticles so as to unzip the tubes and form 

graphene sheets and GNRs (see figure 5.10). As previously reported  [32,33], we 

found that the cutting direction and depth is mostly determined by the particle size 

and the number of step edges where the nanoparticle nucleates. The experimental 

process could be understood as a reverse of CVD carbon nanofiber growth.

Metal  nanoparticles  nucleated  on  the  surface  of  CNxMWNTs  create  mostly 

random cuts on the outer graphitic layers, via catalytic hydrogenation of graphene 

sheets  [32-34].  Larger metal nanoparticles (c.a. 40 nm) travel along the axis of 
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Figure  5.10:  SEM  micrographs  of  the  prepared  samples.  (a,  b,  and  d)  SEM  images  of 

CNxMWNTs cut with Ni nanoparticles. (c) SEM image of a MWNT on a Si substrate, with Co 

nanoparticles. Arrows guide the eye along the nanocutting and circles mark the presence of 

metal nanoparticles.
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carbon  nanotubes,  performing 

deeper  cuts  that  open  MWNTs 

and CNxMWNTs, thus resulting in 

the  creation  of  carbon 

nanoribbons and nanosheets.

 After cutting N-doped MWNTs, 

different  sized  nanoribbons  are 

produced  (typically  15  to  40  nm 

wide  and  100  to  500  nm long). 

Occasionally, longer nanoribbons 

are  achieved,  and  most  of  the 

time  graphitic  nanosheets  are 

observed. Most of  the tubes are 

either partially cut or open along 

the axis.

 Si wafers covered with nanotubes and nanoribbons where characterized by AFM 

in  order  to  get  more  accurate  information  on  the  shape and roughness of  the 

unzipped nanostructures (see figure 5.11). Figure 5.11a depicts an AFM topography 

image of two overlapped CNx MWNTs and  figure 5.11b depicts a model of both 

nanotubes, in order to better understand the AFM image shown in figure 5.11a. The 

nanotube on the top has been cut by a metal nanoparticle and we were able to 

follow the nanoparticle track by  analyzing the surface profile along different line 

scans depicted by arrows (see figure 5.11, panels a and d). Another example of 

CNx MWNTs unzipped is exhibited in a rootmean- square (rms) roughness image 

(see figure 5.11c). Here, the line profile (green) shows a deeper cut (see figure 5.11, 

panels c and d).

The chirality of the nanotubes plays an important role during cutting, especially 

when the active nanoparticle  is 15 nm or  smaller.  As it  has been described in 

earlier  reports  for  HOPG  [32,33],  a  catalyst  particle  is  able  to  selectively  cut 

graphene sheets along an armchair or zigzag atomic line. However, it is well known 

that  MWNTs  are  formed  by  concentric  layers  of  individual  cylinders  with  very 

different chiralities. This could be the reason why the active metal particle does not 

always perform straight cuts on the surface of CNTs. It is important to also consider 

the  amount  of  defects  present  on  the  nanotube  surface which  were  grown by 
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Figure 5.11: (a) AFM image of a CNxMWNT cut along 

the axis. (b) Schematic model of the cut shown in (a). 

(c)  RMS  roughness  and  topography  (inset)  AFM 

images of the detail of a nanotube cut along the axis. 

(d) Surface profiles along different lines of nanotube 

cuts shown in (a) and (c).
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pyrolisis of hydrocarbons, (vacancies, dopants, etc.),  could alter significantly the 

cuts on the tube surface. For the case of CNxMWNTs, nitrogen is incorporated in 

the graphitic lattice, and might affect considerably the straight cutting of the tubes. 

Theoretical  simulations  on  graphene  have  predicted  that  defects  within  the 

graphitic planes could cause the nanoparticle to turn at a given angle (commonly 

60 or 120°)  [32,33]. Previous reports  for  CNxMWNTs predict  [35] that  nitrogen 

bonded  to  the  carbon  atoms  in  a  pyridinic  way  certainly  induces  voids  in  the 

graphitic layers, which could be the cause of more turns during the cutting process. 

From  unzipped  MWNTs  pure  carbon  nanoribbons  and  nanosheets  can  be 

produced. On the other hand, in CNxMWNTs nitrogen is incorporated within the 

graphitic  layers  and  further  investigation  needs  to  be  performed  in  order  to 

determine whether nitrogen is present in the produced ribbons. Such case would 

be very interesting, since it has been predicted in the literature that doping agents 

(N or B) in graphene nanoribbons could induce remarkable modifications in the 

electronic and spin properties of such doped structures [36]. 
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For a long time, it seemed as if the landscape of the nanoscale carbon science 

was related only to cage-like objects — spheres and tubes. But recently, flat forms 

of carbon have gained prominence with the discovery of graphene. The properties 

of these new flat systems are different from other forms of nanoscale carbon, and 

therefore set a whole new kind of challenges and opportunities. As it has been 

exposed  in  this  Chapter,  there  has  been  an  important  progress  in  order  to 

understand  the  properties  of  these  systems  from  a  theoretical  point  of  view. 

However, to realize the practical potential of these newcomers, methods for their 

mass production are sorely needed.

Some  efforts  have  started  to  appear.  Two  pathways  have  been  followed:  a 

bottom-up approach with CVD, and a top-down method with nanotubes as starting 

points.  For  the  first  case,  a  complete  understanding  of  the  resulting  product’s 

structure is still  needed. However, this work has proved that this systems show 

characteristics  of  nanotubes,  fullerenes  and  nanoribbons.  For  the  second 

approach, more research is needed to find ways of efficiently unwrapping single- 

and double-walled nanotubes, in order to carefully control  the widths and edge 
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patterns  of  nanoribbons.  In  either  case,  electronic,  mechanical,  chemical  and 

thermal properties must be probed. Particular attentions should be paid in order to 

study the properties of synthesized doped few layer nanoribbons, as these systems 

might hold the key for the realization of the potential applications of graphene and 

graphene nanoribbons. Once bulk quantities of nanoribbons are available,  their 

toxicological effects and possible biological applications can also be studied. And, 

last but not least, the potentially unusual magnetic and catalytic properties of these 

materials can finally be explored.
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Carbon nanotubes, graphene and graphene nanoribbons have been considered 

as possible substitutes for silicon in a new era of carbon-based electronics due to 

their interesting, and sometimes superior, electronic and magnetic properties  [1]. 

However,  carbon nanotubes have shown major drawbacks, such as the lack of 

control  of  the  electronic  properties  of  the  synthesized  material  [2].  In  contrast, 

tailoring the electronic properties of graphene and graphene nanoribbons has been 

proved successful with top down and bottom up approaches [3-6].

Graphene  is  a  one  layer  thick  2D  material  that  exhibits  unusual  physical 

phenomena such as integer Quantum Hall  effect,  Klein Paradox,  and Quantum 

blockade, due to its singular band structure which results in relativistic fermions [7]. 

A  finite  layer  of  graphene  will  inevitably  have borders  (thus,  forming graphene 

nanoribbons), which can exhibit edge states and different electronic and magnetic 

properties depending on the size and type of border. These phenomena could be 

applied to revolutionize electronics through the use of new variable states (e.g. 

quantum states, spin, etc) and processing architectures that take advantage of new 

phenomena. However, for the realization of such carbon-based electronic devices, 

a deeper understanding of the above mentioned phenomena must be gained. 

Another (simpler) approach towards carbon-based electronics is to use this one 

layer thick material in a similar way as silicon is used in today's electronics (i.e., 

with  electron  charge  as  the  variable  state,  and  the  concept  of  transistors  for 

processing  units).  A  one  electron  transistor  has  already  been  proved  for  a 

graphene quantum dot exploiting the Coulomb blockade and quantum confinement 

[8].  However,  it  might  be  difficult  to  use  graphene  alone  under  this  approach, 

because graphene and graphene nanoribbons are semimetal or in the case of very 

narrow nanoribbons, a relatively small gap semiconductor, but current electronics 

architecture require insulators for processing information. The use of other finite 2D 

layered  materials  with  other  properties  could  therefore  prove  useful  for  the 

realization of such novel electronics. Recently, other one-layer thick materials have 

been synthesized  [9],  and  the  properties  of  their  borders  and  edge states  are 

starting to be studied, both from the theoretical and the experimental standpoints. 

In this chapter, we review the state of the art of the investigation of edge states in 
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layered  materials.  The  most  important  layered  material  is  without  a  doubt 

graphene. This material was first isolated by Geim and Novoselov through a simple 

micro cleavage method [10]. The electronic and magnetic properties of graphene 

and graphene nanoribbons that have been reported so far were outlined in ����. In 

�6.2, we describe some of our contributions for the use of defects in graphene for 

tailoring the properties of the nanoribbons with the aid of structural defects. Next, in 

�6.4 and �6.5 the electronic and magnetic properties of other layered materials are 

exposed. Some of these materials have been isolated by the group of Geim and 

Novoselov, using the same simple cleavage technique [9]. Such materials include 

boron nitride, molybdenum disulfide, and niobium selenide [9]. Finally, in �6.6, the 

properties  of  other  materials,  such  as  ZnO,  that  become  layered  only  when 

nanostructured are presented. This variety of materials should give the field new 

perspectives and more alternatives for the future of electronics.

	����	����������������
������
�������������� !∀����� !∀������ ����##���� ����##���

In  �4.4 we reviewed the properties of graphene and graphene nanoribbons. In 

particular, in  �4.4.6 we mentioned that edge disorder has strong impact on the 

electronic and magnetic properties of graphene nanoribbons. We also mentioned 

that zigzag and armchair edges are the most common edge termination according 

to  experiments.  Recently,  Koskinen  and  coworkers  have  found  that  edge 

reconstruction of graphene nanoribbons can occur in which non hexagonal rings 

occupy the edges  [11]. Indeed, these edge reconstructions have been observed 

experimentally  by  the  same group,  and  by  others  and  suggest  that  these  are 

metastable configurations (see figure 6.1) [12,13]. 

First principles calculations on the edge energies of GNRs indicate that A-GNRs 

have  lower  energy  than  Z-GNRs  [14,15].  However,  edge  reconstruction  by 

pentagonal  and  heptagonal  carbon  rings  can  bring  the  stability  of  the  zigzag 

structure lower than that of armchair. We shall call this new structure Zig-57 GNR. 

Similarly,  one can  construct  different  armchair  edge reconstructions  labeled  as 

Arm-57, Arm-56 and Arm-5677, depending on the number of sides of the carbon 

rings at the edge (see figure 6.2).

We  have  studied  the  electronic  and  magnetic  properties  of  the  different 

reconstructed GNRs with and without hydrogen passivation. We have found that 
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the electronic properties deviate significantly from the bare armchair and zigzag 

nanoribbons, and since these reconstructions have been found experimentally their 

properties should be studied and understood.

Figure 6.3 shows the band structure for the typical reconstructed GNR systems. 

The Arm-57 (NA=10) band structure exhibits a magnetic moment of ~1µB per edge 

atom, although a magnetic moment is not always observed in these systems. In 

any case,  the  system is  metallic;  however,  when the edges are saturated with 

hydrogen, a band gap is opened. 

The Zig-57 system shows a metallic behavior similar to the zigzag case. When 

the  edges  are  saturated  with  hydrogen  atoms,  the  system  remains  metallic. 

However, Koskinen and coworkers have demonstrated that in this case, the energy 

of the hydrogen atoms in the H2 molecule is lower than in the edges of the Zig-57 

GNR, indicating that the system without edge passivation is more probable to be 

observed. Also, the energy of these systems is significantly lower than the bare Z-

GNR and close to the A-GNR. 

As  in  the  case  of  the  Arm-57  GNRs,  the  non-passivated  Arm-56  GNRs  can 

exhibit a magnetic moment, and are always metallic, even with the saturation of the 

edges by hydrogen atoms. In this case, the passivation of hydrogen is favorable 

with respect to the formation of the H2 molecule. 

The band structure of the Arm-5677 (NA=10 for the non-passivated case,  and 
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Figure 6.1: Edge reconstruction in graphene observed under an aberration corrected TEM [13]. 
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NA=11 for the H-passivated case in figure 6.3) systems can exhibit a band gap. As 

in the Zig-57 case, the saturation of the edges with hydrogen is unfavorable. 

Figure  6.4 shows  the  dependence  of  the  electronic  band  gap  for  the  non-

passivated Arm-5677 and the hydrogen saturated Arm-5677 and Arm-57 cases. It 

can be observed that both the hydrogen passivated and the non passivated Arm-

5677 cases show a family dependence of the band gap with the width as in the 

case of the bar A-GNRs. However in this case only one family (NA=3p+1) exhibit a 

finite band gap, and the other two families (NA=3p, NA=3p+2) have zero band gap. 

In both cases, the energy gap initially increases, but it is expected to decrease 

monotonically after some critical width.  It is interesting to note that the most stable 

case for the Arm-5677,  i.e., without hydrogen passivation, exhibits a larger band 

gap.  As  it  has  been  mentioned  before,  calculations  including  electron-electron 

interactions usually open up the energy gaps, so it would be interesting to calculate 

the band gaps for these systems under, for example, the GW approximation. The 

dependence of the band gap of the Arm-57 passivated with hydrogen is somewhat 
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Figure 6.2: Ball and stick models of non-passivated and hydrogen passivated graphene 
nanoribbons (GNRs) with edge reconstruction, i.e., with edge shape different from zigzag 
or armchair. The reconstructed GNRs exhibit pentagonal and heptagonal rings (shaded in 
red and blue, respectively),  as has been found experimentally. Note that the armchair 
edge reconstructions (Arm-57, Arm-56, Arm-5677) show different symmetry depending on 
the width of the nanoribbon. The GNRs are periodic in the x direction.
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irregular, however, as shown in  figure 6.5 it follows the same tendency of initially 

increasing (NA<10), but then decreasing as the width of the nanoribbon increases.

The magnetic properties of the Arm-56 and Arm-57 are somewhat puzzling. We 

have calculated the energy of these systems starting from two configurations (see 

figure 6.5): 1) the spin of atoms at the edges are aligned throughout the edge, and 

aligned parallel  between the edges. In this case, called the ferromagnetic case 

(FM) there is at total magnetic moment (~1µB per edge atom). 2) the spin of the 

atoms at the edges are aligned throughout the edge, but aligned antiparallel with 

respect to the opposite edge. In this last case called the anti-ferromagnetic case 

(AFM) the total magnetic moment is zero, even when the local magnetic moment at 

the edge atoms is �1µB. In the case of the Z-GNRs the energy of the AFM case is 

always lower,  and the difference EAFM-EFM becomes smaller  as the width of the 

GNR increases. Figure 6.5 shows the dependence of the energy difference on the 

width for these systems. It can be seen that it varies without any obvious pattern. 
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Figure  6.3: Band structure  for  typical  non-passivated  (left)  and  hydrogen-passivated 
(right)  edge-reconstructed  GNRs.  Note  that  the  non  passivated  Arm-57  and  Arm-56 
GNRs  can  exhibit  a  magnetic  moment  (see  figure  6.4).  In  contrast,  the  hydrogen 
passivated Arm-57, and Arm-5677, and the non-passivated Arm-5677 cases show a band 
gap which depend on the width (see figure 6.5). The rest of the systems are always 
metallic.
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However,  in  most  cases  the 

difference between the AFM and 

FM  case  is  lower  than  25meV, 

which  suggest  that  it  could  be 

possible  to  align  the  magnetic 

moments  at  the  edges  with  an 

external field.

	������∀∃#���� �� !∀����

� ����##���

In  1992  Terrones  and  Mackay 

proposed  that  graphene  can 

exhibit  grain  boundaries  by  the 

inclusion  of  pentagons  and 

heptagons,  preserving  the  total 

Gaussian curvature equal to zero 

at  the  graphene  layer  and 

changing  the  chirality  in  such  a 

way  that  zigzag  and  armchair 

edges  coexist  in  the  same 

structure (see figure 6.6) [16]. This 

kind of grain boundary was studied 

before  [17],  and  has  been 

observed  experimentally  by 

scanning  tunneling  microscopy 

(STM)  in  highly  ordered  pyrolytic 

graphite (HOPG)  [18].  In addition, 

it has been shown that this kind of 

defects  could  be  easily  identified 

experimentally with IR and Raman 

spectroscopies  [19].  A whole new 

class of finite graphene structures 

(nanoribbons)  could  be  built 

following the main idea outlined in 
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Figure  6.5:  Energy  difference  for  the  non-
passivated Arm-56 and Arm-57 cases as a function 
of width. The shaded region represents the thermal 
energy at room temperature, at which most systems 
could  probably  be  turned  to  ferromagnetic  upon 
external fields.

Figure 6.4: Energy band gaps for non-pasivated and 
hydrogen-passivated Arm-5677 GNRs as a function of 
width.  Note  that,  as  in  the  case  of  pure  armchair 
GNRs, there are three families of Arm-5677 and H-
passivated  Arm-5677.  However,  in  this  case,  the 
NA=3p  and  NA=3p+2 the  energy  gap  is  zero,  and 
finite for NA=3p+1. The energy gap of the Hydrogen 
passivated  Arm-57 oscillates  around 0.1eV.  Dashed 
lines are guides to the eye. 
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the study of graphitic grain boundaries.  When simulating the diffraction pattern of 

graphene with a 5-7 grain boundary we find that zigzag and armchair features are 

present  in  the  form  of  a  pattern  with  twelve  spots  (see  figure  6.6c).  Such  a 

fingerprint could be useful for experimentally identifying these systems.

In this Section, we present a linear array of pentagons and heptagons as a grain 

boundary to rotate a piece of a graphene, and in this way smoothly converting an 

armchair nanoribbon into a zigzag nanoribbon (see figure 6.6a). In other words, an 

armchair nanoribbon (blue part in figure 6.6) can be joined to a zigzag nanoribbon 

(green  part  in  figure  6.6)  using  a  grain  boundary  formed  by  a  linear  array  of 

pentagons and heptagons (called 5-7 chain from here on), thus forming a hybrid 

nanoribbon (HNR). Similarly, a 2D system can be constructed by merging zigzag 

and armchair ribbons consecutively (figure 6.6b), thus creating a hybrid graphene 

(HG). Different systems could be constructed in a systematic way by tweaking the 

number of armchair dimers (NA), and the number of zigzag chains (NZ), resulting in 

a  (NA,NZ)-HNR,  or  a  (NA,NZ)-HG,  for  the  1D  and  2D  cases,  respectively. 

Additionally, more complex 1D systems could be achieved by incorporating more 

than one 5-7 chain, thus resulting in armchair(NA)-zigzag(NZ)-armchair(NA)-HNRs, 

or zigzag(NZ)-armchair(NA)-zigzag(NZ) HNRs, and so on.

The  incommensurability  of  the  graphene  ribbons  in  the  zigzag  and  armchair 

directions  is  manifest  in  these  structures.  The  armchair  segments  are  under 

tension, whereas the zigzag segments are under compression.  The hexagonal 

network is deformed, and the angles change from 120° to (114.7°,122.6°,122.6°) 

for the armchair case, and (113.6°, 123.2°, 123.2°) for the zigzag case.  The bond 

lengths are also distorted, being extended up to 1.54 Å for the armchair section, 

and compressed up to 1.38 Å in the zigzag case.

It is well established that the electronic properties of armchair ribbons depend on 

their width, resulting in three families of nanoribbons. In particular, ribbons with NA 

= 3p, where p is an integer, are semi-metallic, according to LDA calculations [20], 

or have a small band gap in calculations including electron-electron interactions 

[21]. In any case, it is interesting to investigate the effect of width on the electronic 

properties of the hybrid graphene systems described above. 

We have computed the electronic properties of HG with different armchair and 

zigzag widths. In particular, we have studied (2,4)-(6,4) HG, and (5,8) HG systems. 
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Despite  of  the  different  widths,  all  the  systems show similar  behavior.  In  close 

similitude to the related Haeckelites systems, all the 2D systems show states at the 

Fermi level (EF)  [19].  The density of states (DOS) of these systems is shown in 

figure 6.7a. LSDA calculations revealed a zero magnetic moment. It is important to 

note that some of the states around the EF could be induced by symmetry loss due 

to lattice distortion.

In order to further investigate the properties of the states lying close to the Fermi 

energy,  we  represent  iso-surface  contour  plots  of  three  wavefunctions  with 

energies around the Fermi level (see figure 6.7b). The states close to the EF are 

localized at the interface between the nanoribbon-regions and the 5-7 chain. The 

first  wavefunction plotted (left  plot  in  figure 6.7b),  exhibits  states at  the zigzag-

region edges hybridized with states at the pentagons of the 5-7 chain. In addition, 

some  states  in  the  middle  of  the  armchair-region  are  present.  The  second 

wavefunction (center plot figure 6.7b) shows the typical zigzag edge states found in 

zigzag nanoribbons.  States  along the  armchair-region  similar  to  those found in 

armchair nanoribbons are also observed. Finally, the third wavefunction (figure 6.7b 
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Figure  6.6: Molecular  models  of  ordered  arrays  of  pentagon-heptagon 
defects on a hybrid-graphene nanoribbon (NA = NZ = 6) (a) and a NA =5, NZ 

= 8 single hybrid-graphene layer (b). The shaded region represents the unit 
cell for each case; the nanoribbon is periodic on the x direction, while the 
graphene layer is periodic in x and y. Colors indicate the armchair (blue), 
zigzag (green) and 5-7 chain region (red) for clarity. (c) Simulated diffraction 
pattern of graphene with a 5-7 grain boundary.
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right)  shows  states  at  the  armchair-

region closely related to the conduction 

bands of armchair nanoribbons. It can 

be  concluded  from  the  observations 

above  that  the  general  effect  of  the 

grain  boundary  is  to  shift  down  the 

Fermi  level  of  the  armchair 

nanoribbons in order to achieve band 

alignment.

Our  calculations  show  that  HNRs 

could  exhibit  unusual  electronic  and 

magnetic  properties.  It  can  be 

observed that HNRs are degenerate in 

most of the energy spectrum, with the 

exception  of  the  region  close  to  the 

Fermi level. The spin resolved DOS for 

a (4,4) HNR shown in figure 6.8 exhibit 

states  at  the  Fermi  level,  and  a 

magnetic moment  µ = 0.35  µB.  Figure 

6.8a-c shows the total DOS compared 

to  the  local  DOS  projected  on  the 

armchair,  zigzag,  and  5-7  chain 

regions,  respectively.  This  detailed 

analysis  indicates  that  the  three 

regions of the HNR contribute to the states at the Fermi level. However, only the 

zigzag  region  contributes  to  the  magnetic  moment,  which  is  consistent  with 

previous nanoribbon calculations using only zigzag architectures.

The spin-resolved band structure for a (4,4) HNR is shown in figure 6.9 left. It can 

be noted that there is a small indirect energy gap of ca. 0.2 eV in the minority spin 

states, which was not observed in the DOS, due to the Gaussian broadening. Table 

6.1 shows that for ribbons with an even width, there is a gap in the spin down 

states,  i.e.  the  systems  exhibit  half  metallicity  (spin  polarized  conduction).  We 

confirmed the presence of this energy gap obtained within the local spin density 

approximation  by  using  the  Perdew-Burke-Ernzerhof  functional  within  the  spin 
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Figure  6.7: (a)Electronic density of states for 
hybrid-graphene layers with different  armchair 
widths. Note that all the systems exhibit a large 
density of states around the Fermi level (EF is 
set  to  zero).  When  the  number  of  armchair 
dimers  NA is  a  multiple  of  3  there  is  an 
increment on the states at the Fermi level. (b) 
Wavefunctions  with  energies  (E)  around  the 
Fermi level  plotted at  Gamma point:  (left)  E= 
-1.2eV (center) E=-0.2eV, (right) E=0.12eV The 
shaded region in (left) represents the unit cell 
of the (3,4) hybrid graphene layer.
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polarized  generalized  gradient 

approximation  (s-GGA)  for  the 

hybrid  nanoribbons  obtaining 

similar  results,  which  are 

summarized  in  figure  6.10.  In 

addition,  the  calculation  of  the 

(4,4) hybrid nanoribbon using the 

hybrid  PBE0 functional  for  exact 

exchange shows an energy gap of 

the minority spin at the Γ point.

The  isosurface  plots  of  the 

wavefunctions close to the Fermi 

level  are  represented  in  right 

panels  of  figure  6.9.  It  can  be 

noted  that  some of  these bands 

(top)  are  closely  related  to  the 

zigzag  nanoribbon  edge  states. 

However,  it  is  important  to  note 

that,  opposite  to  a  zigzag 

nanoribbon,  there  is  only  one 

edge state. It has been previously 

found that for zigzag nanoribbons, 

an antiferromagnetic configuration 

between  ferromagnetically  ordered  edge  states  at  each  edge  is  energetically 

favored over the configuration with same spin orientation between the two edges 

[22], thus resulting in a null total magnetic moment. However, in this case, since 

there  is  only  one  ferromagnetically  ordered  edge  state,  there  is  always  a  net 

magnetic moment. 
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Figure 6.8: Spin resolved total DOS compared to the 
local DOS on the (a) armchair, (b) zigzag, and (c) 5-7 
chain regions of a (4,4) hybrid nanoribbon. Note that 
all  regions  contribute  to  the  states  near  the  Fermi 
level  (EF=0);  however,  only  the  zigzag  region 
contributes to the magnetic moment.



����������	
��

157

Figure  6.9: (left)  Computed  spin-polarized  band  structure  for  a  (4,4) 
hybrid nanoribbon. Note the energy gap (Eg=0.27 eV) on the minority 
spin (red). The arrows illustrate the region of the HNR that contributes to 
the bands marked. Right panels show the wavefunctions of the bands 
close to the Fermi level plotted at  the gamma point.

Figure 6.10: Band structure for (3,3), (4,4), (5,5) and (6,6) hybrid nanoribbons obtained using 
the PBE functional with the s-GGA approximation. It can be observed that in this case, the 
(5,5) nanoribbon also exhibits an energy gap for the minority carriers. Also, note that for the 
(6,6) the gap is present in the majority carriers.
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System Magnetic 

moment  (µB)

LSDA

Spin  down  

Eg  (eV)

LSDA

Magnetic 

moment  (µB)  

s-GGA

Spin  down  

Eg  (eV)

s-GGA

(3,3) HNR 0.27 0.00 0.20 0.04

(4,4) HNR 0.35 0.27 -0.42 0.42

(5,5) HNR 0.02 0.00 -0.43 0.36

(6,6) HNR 0.43 0.22 -0.45 0.34*

NZ=8, NA=5, NZ= 8 0.90 0.00 ------ ------

NZ=3, NA=8, NZ= 3 0.00 0.00 ------ ------

Table 6.1: Dependence of the electronic and magnetic properties on the width of the armchair 
and zigzag regions in HNRs. * Energy gap present in majority carriers.

We have constructed  more  complicated  zigzag-armchair-zigzag HNRs.  In  this 

case, there are two zigzag edge states, but they are separated by an armchair 

segment, and two 5-7 chains. When the armchair segment width is small, there is 

interaction  between  the  ferromagnetically  ordered  edges  (e.g. in  the 

(NZ=8,NA=5,NZ=8) HNR case). However, as the width of the armchair segment is 

increased, the coupling disappears, and a magnetic moment is again observed 

(e.g.  in  the  case  of  (NZ=3,NA=8,NZ=3)  HNR).  The  magnetic  moments  for  the 

different HNRs calculated are listed in table 6.1.

Quantum conductance calculations were carried out in two different ways. First, a 

set  of  (NA,NZ)  HNRs  were  considered  as  both  leads  and  channels.  It  can  be 

confirmed that the conductance of these HNRs is obtained straightforwardly from 

their  density of  states.  The half  metallicity of the (4,4) HNR is reflected in the 

conductance (see figure 6.11), and as expected, in a small region of the energy 

spectrum, HNRs behave as a spin-polarized conductor.

Another interesting case arises when an armchair segment is placed between 

two conducting zigzag nanoribbons which are used as leads (see figure 6.12a). In 

this case, the 5-7 defects are used to join zigzag nanoribbons leads (labeled as Z) 

to  an  armchair  (NA =  1  to  5)  segment.  The  results  presented  in  figure  6.12b 

demonstrate that the conductance near the Fermi level is reduced as the armchair 

section is increased, denoting a tunneling driven transport across the junction. 

Electronic  and  magnetic  properties  of  hybrid  graphene  systems  consisting  of 

armchair-like and zigzag-like segments joined by a grain boundary formed by a 

linear array of 5-7-rings were fully examined using DFT calculations. The results 

showed that these systems exhibit electronic and magnetic properties not observed 

in graphene. Two dimensional hybrid systems exhibit electronic states at the Fermi 
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level,  while  one dimensional  hybrid 

nanoribbons  (for  even  widths)  can 

exhibit  half  metallicity  without  the 

use  of  an  external  field.  Transport 

calculations  reveal  that  these 

systems  could  behave  as  spin 

polarized conductors when current is 

applied along the HNR axis, or could 

exhibit tunneling driven conduction if 

current  is  applied  perpendicular  to 

the HNR axis. The grain boundaries 

of  these  systems have  been  found 

experimentally  and a  study of  their 

properties is therefore important.  In 

summary,  an  array  of  structural 

defects could be used in favor, and 

the  properties  of  such  systems 

could find use in electronic devices.

	�%��	�%����� !∀���� !∀��������&��∋����&��∋�

As  stated  before,  numerous 

theoretical studies have focused on 

tailoring the electronic properties of 

graphene  and  graphene 

nanoribbons  for  nanoelectronics 

applications.  Some  researchers 

have adopted an approach similar to 

that  of  conventional  semiconductor 

industry,  and  focused  on  ion 

impurities  and  vacancies  (doping) 

[23,24].  Others  have  incorporated 

adsorbed  molecules  or  ions  at  the 

edges,  or  studied  the  effect  of 

different  substrates.   Another 
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Figure 6.11: Quantum conductance for a typical 
(4,4)  hybrid graphene nanoribbon. The Energy 
gap in the minority spin for (4,4) observed in the 
conductance  is  in  accordance  to  the  band 
structure and the density of states (see figures 
6.9 and 6.10). The nanoribbon is spin degenerate 
in most of the energy spectrum, except for the 
region close to the Fermi level.

Figure  6.12: (a)  Molecular  model  of  a  hybrid 
structure with zigzag leads (Z) connected by 5-7 
chains to an armchair segment with NA=5 (Z-5-Z 
hybrid  structure).  (b)  Quantum  conductance  for 
zigzag – armchair – zigzag devices joined by 5-7 
defects.  It  is  observed  that  the  conductance  is 
reduced  as  the  armchair  section  is  increased, 
revealing a tunneling-driven transport. 
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promising approach consists of joining an armchair and a zigzag nanoribbon, but 

instead of using an array of 5-7 defects as in the previous section, by rotating the 

cutting direction, resulting in Z-shaped [25-28], T-shaped [29,30], L-shaped [31,32], 

cross  shaped  [33-35],  and  arrow-shaped  [36-38] graphene  nanoribbon 

intramolecular junctions. This could be done through lithographic techniques as 

has been proved experimentally.  Moreover,  one could think of forming complex 

periodic  network  structures  with  segments  of  armchair  and zigzag nanoribbons 

(see figure 6.13). Similar kinds of networks have already been proposed for carbon 

nanotubes,  and  are  found  to  exhibit  interesting  electronic  and  mechanical 

properties which depend on the way the carbon nanotubes are connected to each 

other [39]. It is important to mention that such structures could be realized through 

the synthesis of  branched carbon nanotubes as building blocks  [39].  Graphene 

based  networks,  on  the  other  hand,  could  be  achieved  with  more  simple 

lithographic techniques.

Figure 6.13 shows three different  graphene nanoribbon networks,  which could 

also be thought of punched graphene or holey graphene with different symmetries. 

According to the first viewpoint, a simple square or rectangular network would be 

defined  by  four  numbers:  the  width  of  the  armchair  and  zigzag  connecting 

nanoribbons (WNA,WNZ),  and their  corresponding length (LNZ,LNA).  Here, we have 

used  the  notation  depicted  in  figure  4.3.  Note  that  the  width  of  the  armchair 

segment is measured in terms of dimers along the width (WNA) and its length is 

measured in  terms of  zigzag chains (LNZ).  For  example,  the square network in 

figure  6.13 would  be  denoted  as  a  (12,6)(10,20)-SqGN.  Similarly,  although  the 

triangular  and rhombohedral  networks  contain  nanoribbons of  only  one type of 

edge, the connecting segments could have different widths or lengths, therefore 
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Figure  6.13: Molecular  models  of  simple  graphene nanoribbons networks  forming  square, 
triangular and rhombohedral lattices. The dashed lines enclose a unit cell of such systems.
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the four number notation still applies. 

Transport  in square networks have already been studied within a first  nearest 

neighbors tight binding approach by Mintmire and Jayasekera [34]. These authors 

find  that  the  transmission  properties  of  a  multiterminal  device  based  on  these 

networks  are  highly  sensitive  to  the  junction  region.  Here,  we  investigate  the 

properties of multiterminal and graphene network devices with a combined first-

principles and third nearest neighbors tight binding approach. 

We calculated the quantum conductance through the node of a (4,4)(12,12)SqGN 

as depicted in the lower right corner of  figure 6.14. Opposite to what was found 

before  [34],  the  transport  through  the  different  leads  often  show  a  dip  in 

conductance. This can be due to the band gap opening of narrow nanoribbons, 

and the fact that there is no continuous zigzag edge across any two leads. On the 

other hand, the calculated quantum conductance using a third nearest neighbors 

tight binding (3NNTB) approximation leads very good agreement with the DFT LDA 
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Figure 6.14: Quantum conductance for a multiterminal graphene network (lower right corner) 
calculated with different approaches. It can be seen that the third nearest neighbor approach 
has much better agreement with DFT than the nearest neighbor approximation.
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approach. 

Although it is clear that these graphene networks are very sensitive to the shape 

of the junction, this could not easily lead to any obvious application. Instead, we 

analyzed the possibility of changing the transport properties of the nodes by locally 

modifying the network. We have introduced a nitrogen impurity on the center of the 

node.  Figure 6.15 shows that  the quantum conductance across two contiguous 

leads, which interestingly have different edge shape, change considerably upon 

nitrogen  doping  at  c.a. 0.8eV.  The  conductance  between  other  combination  of 

leads does not change significantly. We have simulated the doping effect under the 

3NNTB scheme by changing the on-site energy at one of the atoms in the node. It 

can be seen in the bottom panel of figure 6.15 that the effect is very similar to that 
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Figure 6.15: Quantum Conductance between leads with different edge shapes 
of  a square graphene network with  an impurity.  Both the DFT and the third 
nearest  neighbor  approaches  show a  peak  in  conductance  not  seen  in  the 
pristine case at around 1eV.
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found by first principles. 

In principle, the effect of local chemical modification of a node should be spotted 

across a bigger network, and studies of such systems are on their way. These 

findings suggest  that  graphene networks  could  be  used as sensors  or  storage 

devices,  since the position of  a  given chemical  specie  could be determined by 

probing the conductance across different leads in a large square network. 

The square network is characterized by exhibiting a combination of zigzag and 

armchair inner edges. However, the triangular and rhombohedral networks exhibit 

only one type of inner edge (see figure 6.13). It is particularly interesting to study 

the effect of this type of ordering on the magnetic properties of the zigzag inner 

edges.  As  has  been  stated  before,  the  atoms  at  zigzag  edges  can  exhibit  a 

magnetic moment that is aligned in parallel along the edge. Therefore, closed inner 

edges could exhibit interesting magnetic behavior. Investigations on this direction 

are currently on their way.

	�(��	�(��##������������������������

Boron nitride (BN) is an insulator (Eg c.a. 5.8eV) with many similarities to carbon. 

It has a polymorph analogous to graphite (hexagonal-BN or h-BN) and a polymorph 

analogous to diamond (zinc blende BN or z-BN). Other phases like Wurtzite BN 

and rhombohedral BN can be found. A single sheet of h-BN can be thought of as 

two hexagonal sub-lattices composed of a boron and a nitrogen atom, respectively. 

As opposed to graphite, the hexagonal layers eclipse one another forming an aA 

stacking, where each nitrogen atom lies on top of a boron atom and vice versa. 

According to calculations, a single sheet of h-BN exhibits a direct band gap of c.a. 

4.5eV  [40]. BN nanotubes, and BN-carbon hybrid nanotubes have been studied. 

BN nanotubes are always insulating. Only very narrow BN nanotubes are expected 

to have Eg of around 1.0 eV, but these narrow BN nanotubes are not likely to be 

stable [40]. 

Okada and coworkers first studied the edge states of BN nanoribbons using first 

principles calculations under the LDA [41]. They found that, when terminated with 

hydrogen atoms, zigzag and armchair nanoribbons were both insulating, with Eg 

larger  than  the  monolayer  for  narrow  nanoribbons,  and  converging  to  the 

monolayer Eg as the width increases. However, in the zigzag case, the valence and 
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conduction edge bands show flat dispersion, and are thus found to be edge states. 

Due to the chemical difference of B and N atoms, the edge state of the conduction 

band corresponds to the B atom, whereas the edge state of the valence band 

corresponds to the N atom. Opposite to the zigzag case, the armchair case does 

not show flat bands [42].

Park  and Louie  have found that  the  energy  gaps of  armchair  BNNRs exhibit 

family dependent oscillations as the width increases, and for ribbons wider than 

3nm, converge to a constant value of 0.02eV below the Eg of the monolayer. The 

band  gap of  zigzag  BNNRs monotonically  decreases  and  converges  to  a  gap 

0.7eV smaller than the bulk case [43].

Zigzag edge states on BN nanoribbons exhibit spin-polarized states well localized 

at  and extended along the  edges of  bare (non saturated)  zigzag boron nitride 

nanoribbons with a magnetic moment of 1µB per edge atom. These configurations 

are accessible at room temperature [44-47].

Half metallicity has also been found for BN nanoribbons. Zheng et al., report first 

principles calculations within the LSDA showing that BN nanoribbons can turn half 

metallic when the B edge, but not the N edge of the zigzag BN nanoribbon is 

saturated with hydrogen. The electrons at the Fermi level are spin-polarized with a 

half-metal gap of 0.38eV [46].

The electronic structure of BN nanoribbons is strongly modified by transverse 

electric  fields.  Due  to  the  asymmetry  of  the  structure,  the  energy  gap  of  BN 

nanoribbons can be heavily modulated. Depending on the sign of the field, the Eg 

is  reduced or  increased for  zigzag nanoribbons, while for  the armchair  case,  it 

always reduces [43,44,46]. The range of modulation for Eg is from c.a. 4eV to less 

than 1eV for a 46-Z-BNNR, which makes BNNRs excellent candidates for channels 

in  transistors.  Furthermore,  bare  zigzag  nanoribbons  can  exhibit  interesting 

metallic-semiconducting-half-metallic transitions under the influence of an external 

electric field [44].

	�)��	�)�����
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Molybdenum  disulfide  (MoS2)  is  an  inorganic  layered  material  with  important 

potential applications as lubricants and catalysts. It belongs to the group of layered 

chalcogenides. Other compounds belonging to this group are WS2 NbS2 NbSe2. In 
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this  material,  Mo  atoms  have  a  six-fold  coordination  environment  and  are 

hexagonally  packed between two trigonal  atomic layers  of  S atoms (see figure 

6.16). Similarly to graphite, the S-Mo-S triple layers interact by weak van der-Waals 

interactions. Bulk MoS2 is a semiconductor with an indirect band gap of  c.a. 1eV 

[48].

Recently, Bollinger  et al., observed, using scanning tunneling microscopy, that 

single-layer MoS2 nanoparticles exhibit localized states at the borders  [49]. They 

also  confirmed  these  results  using  density  functional  calculations  and  they 

determined that single-layer MoS2 stripes are metallic. More recently, Zhang et al., 

synthesized  MoS2 nanosheets  with  triangular  morphologies  that  exhibited  a 

ferromagnetic response at room temperature [50]. Tubular structures made of MoS2 

have  been  already  synthesized  and  have  been  studied  from  a  theoretical 

standpoint (see [48]). 

Here, we report results on the calculation 

of the magnetic and electronic properties 

of 1D MoS2 nanoribbons with zigzag and 

armchair  edges,  emphasizing the  effects 

of the edge passivation. On this respect, a 

recent report by Chen, et al. presents an 

Augmented  Plane  Wave  Density 

Functional study using on the properties of 

MoS2 zigzag  and  armchair  nanoribbons 

[51];  however,  the  effect  of  saturation  of 

the edges with hydrogen is not clear, and 

the magnetic state of the ground state is 

not  investigated.  Contrary  to  the  bulk 

properties  of  layered  MoS2 and  single-

layered MoS2 nanotubes, we found that all 

zigzag  nanoribbons  are  metallic  and 

exhibit  unusual  magnetic  properties.  We 

observed that this behavior remains even 

if the ribbons are passivated with H atoms. 

We should also stress that to the best of 

our  knowledge  there  is  still  no  direct 
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Figure  6.16: Molecular  models  of  the 
optimized  geometries  of  molybdenum 
disulfide (MoS2) nanoribbons (side and top 
views).  The  ribbons  are  periodic  in  the  x 

direction, and the width is defined as w. The 
shaded area corresponds to the supercell 
used in the calculations. (a)  armchair  and 
(b) zigzag nanoribbons. In  (a) both atoms 
(Mo  and  S)  share  the  edges  in  an 
alternated way whereas that in (b) one side 
of  the ribbon is  dominated by  S whereas 
the Mo dominates the opposite side.
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experimental  evidence  of  the  existence  of  the  nanoribbons  discussed  in  this 

chapter. However, we believe that these systems could be synthesized by top-down 

approaches, such as focused ion beam irradiation from the already synthesized 

triangular islands. For a bottom down-perspective, a passivating agent that could 

enhance  the  preferential  direction,  say  zigzag  over  armchair,  would  help  to 

generate  these  systems.  In  addition,  a  search  for  a  catalyst  that  under  some 

conditions could cut MoS2 layers along specific directions (e.g. nano-scissors for 

graphite [52]), could result in these nanostructures.

In  figure  6.16a and b,  we show the  optimized geometry  of  the  armchair  and 

zigzag nanoribbons respectively. In our calculations, the ribbons are periodic in the 

x-direction.  From the side view, we can observe that  the ribbons contain  three 

planes where the Mo atoms are always in the center of the layered system. From 

the top view, almost  perfect  hexagonal  symmetry can be seen.  For  the zigzag 

ribbon, the S dominates one edge whereas the opposite edge is dominated by Mo 

atoms.  For  armchair  ribbons,  both  types of  atoms (S and Mo)  involved in  the 

layered material share the edges. We found that after the structure relaxation, the 

geometry keeps almost unchanged with a slight reduction of the distance dMo-S on 

the borders (3.53% with respect to the bulk Mo-S distance). In table 6.2 a summary 

of the interatomic distances compared to the bulk case is presented.

Bulk 

(experiment)[35] Zigzag (in)
Zigzag 

(edge)

Armchair 

(in)

Armchair 

(edge)

dMo-S 2.402 (2.413) 2.400 2.470 2.396 2.43

dS-S 3.137 (3.157) 3.136 3.229 3.136 3.25

dMo-Mo 3.151 (3.160) 3.148 3.155 3.143 3.158

Table  6.2:  Interatomic  distances  after  structure  relaxation  (Å)  for  armchair  and  zigzag 
nanoribbons both at the middle of the nanoribbon (in) and at the edge (edge) as compared to 
the bulk distances.

The synthesis of bulk MoS2 and nanotubes is usually carried out by sulfurizing 

MoO under an atmosphere of HS2. Therefore, it is quite probable that the reactive 

edges  get  passivated  with  H  atoms.  However,  hydrogen  passivation  is  not 

necessarily  always  the  case,  since  the  edges  could  remain  unpassivated  by 

heating treatments  [53]. Nevertheless, we studied both the hydrogen passivated 

case  and  the  non-passivated  scenario.  The  passivation  was  carried  out  by 

attaching hydrogen atoms to the edge atoms so that the coordination number of 

each atom is kept as in the bulk case (Mo atoms passivated with two H atoms 

whereas S atoms passivated with one H atom).
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Figure 6.17a (top) depicts the spin-resolved density of states (DOS) and the band 

structure for non-passivated MoS2 armchair nanoribbons. The DOS reveals a shift 

between the states with up and down spin that result in a magnetic moment, which 

is associated to Mo atoms located on the edges (2.2µB per Mo atom). The LDA and 

LSDA calculations  show a  difference  of  ∆E =ELSDA –  ELDA= 0.014eV.  When  the 

armchair ribbon edges are saturated with hydrogen atoms, all the states crossing 

the Fermi level vanish (presumably, dangling bond states), and the same ribbon 

exhibits an electronic band gap of 0.67 eV (see figure 6.17 a bottom). The ground 

state  for  the  hydrogen  saturated  armchair  nanoribbon  is  a  non-magnetic  sate, 

regardless of the calculation (LDA or LSDA). 

Figure 6.17 b (top) shows results for the non-passivated MoS2 zigzag nanoribbon 

on the polarized electronic DOS and band structure. Here, a shift  between the 

DOS of spin up and down can be clearly noticed. In this case, the LDA and LSDA 

calculations show a difference of ∆E =ELSDA – ELDA= -0.20eV. When saturating the 

zigzag nanoribbon edges with hydrogen atoms, the dangling bonds get saturated 

and the DOS close to the Fermi level  decrease. However, there are still  bands 

crossing the Fermi level, and the system exhibits a magnetic moment (see figure 

6.17b bottom). 

In order to investigate the magnetic couplings between the magnetic moments 

localized  at  the  edges,  we  examine  two  different  spin  configurations  for  the 

hydrogen passivated MoS2 zigzag nanoribbon: (a) ferromagnetically ordered spins 

at both edges (FM), and ferromagnetically ordered spins at each edge, but with the 

opposite  spin  directions  between  the  edges  (AFM).  In  order  to  investigate  the 

magnetic  state  of  the  ground  state,  an  LSDA  calculation  starting  from  an 

antiferromagntetic configuration was carried out. This calculation leads, after total 

energy  convergence,  to  a  ferromagnetic  state  with  a  total  magnetic  moment 

µ=0.4µB per atom at the edge. An energy difference between these two magnetic 

states corresponded to EFM –EAFM = 15meV. This implies that both configurations 

could be present at room temperature. Similar magnetic coupling between edges 

have been observed in the case of zigzag carbon nanoribbons  [22]. The band 

structure of the AFM starting configuration system is very similar  to that  of  the 

ferromagnetic  case (see figure  6.18).  However,  it  can  be noted that  the  bands 

responsible for the magnetic moment are those located at the Mo dominated edge 

(see figure 6.18).
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The binding energies (Eb) were computed as Eb = ET(NR) – ET(A), where ET(NR) is 

the calculated total energy of the nanoribbon system, and ET(A) is the sum of the 

free  atom energies  for  all  the  atoms in  the  unit  cell.  As  expected,  the  binding 

energy  of  the  nanoribbons (both  zigzag and armchair)  approaches the  binding 

energy of the single 2D MoS2 layer, being the armchair slightly more stable. The 

energy gap of  the passivated armchair  nanoribbons is  not  expected to change 

significantly,  since  the  edge  states  will  be  present  as  long  as  the  edges  are 

present,  and  will  only  disappear  in  the  infinite  width  case  (i.e., the  2D case). 

increases as the width increases, and it is expected to approach the value of the 
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Figure  6.17: Spin-resolved  density  of  states  (up:black;  down:red)  and  band-
structure calculations for passivated and non-passivated MoS2 nanoribbons with 
armchair and zigzag edges in (a) and (b) respectively.  In all cases, the Fermi level 
is set at zero (dashed line). Red lines correspond to spin down states whereas the 
black lines depict spin up states. Note that both non passivated systems exhibit 
states at the Fermi level. However, as the edges are passivated with hydrogen 
atoms, the armchair ribbons become semiconducting
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2D monolayer (1.8 eV), although very slowly, since for the case of a 3.2nm the 

value  is  still  far:  ca.  0.68eV.  The  magnetic  moment  of  the  passivated  zigzag 

nanoribbons slightly decreases as the ribbon width is increased, although it seems 

to be stabilized, and remains almost constant at 1.34µB (for widths between 20 and 

35Å). The number of states close to the Fermi level (i.e., edge states) remains 

constant  as  the  ribbon  width  increases,  and  can  be  neglected  as  the  width 

approaches infinitum.

The bands crossing the Fermi level for the passivated zigzag MoS2 nanoribbons 

were also investigated (see figure 6.19). There are three wave functions crossing 

the Fermi level. Two of them account for edge states located at the Mo-dominated 

edge. These wavefunctions overlap with the region where the bonding of the Mo 

and S atoms is expected to be, so we have identified them as bonding states and 

are  delocalized  over  the  edge  and  could  be  a  channel  for  the  conduction  of 

electrons. The other wave function is an antibonding state on the S dominated 

edge since it is clearly located outside the region of interaction between the Mo and 
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Figure  6.18: Spin polarized band structure (up:black; down:red) 
calculations  of  a  hydrogen-passivated  zigzag  MoS2 when  the 
starting  spin  configuration  was  taken  as  ferromagnetic  or 
antiferromagnetic.  In  both  cases,  the  converged  ground-state 
wave function exhibits a polarized state with a ferromagnetic spin 
configuration along one of the edges. The Fermi level is set at 
zero (horizontal dashed line).
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S atoms, and therefore which does not account for any conduction. The difference 

in charge density with spin up and down is plotted in the top panel of figure 6.19. It 

is clear that the magnetic moment is due to the Mo atoms located close to both 

edges.  In  the  ferrimagnetic  case,  the magnetic  moment  is  only  due to  the Mo 

atoms located at the Mo-dominated edge. The properties of the edge states of the 

passivated armchair MoS2 nanoribbons are also interesting. The two wavefunctions 

close to the Fermi level are also edge states (see figure 6.20), and can be thought 

of as both donor and acceptor states localized at the borders. These edge states 

could be important for catalysis, and could be photoactivated.

The properties of MoS2 nanoribbons reveal several advantages over graphene 

170

Figure 6.19: (Top) Difference in electronic charge density up and down 
for the passivated zigzag nanoribbon. Note that the magnetic moment 
is  localized around the Mo atoms close to the edges.  (Bottom) The 
wave functions plotted at the  Γ-point close to the Fermi level (set at 
zero)  show that  these bands  are  edge states.  Note that  two of  the 
bands at the edges are bonding states and one is an antibonding state 
localized at the opposite edge.
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nanoribbons.  The  spin  responsible  for  the  magnetic  moment  of  the  zigzag 

graphene  nanoribbons  is  oriented  in  opposite  directions,  leading  to  an 

antiferromagnetic  state.  However,  for  MoS2 systems,  the  zigzag  nanoribbons 

(passivated and non-passivated) exhibit a magnetic moment only along one edge 

and  are  either  ferromagnetic  or  ferrimagnetic.  In  the  case  of  the  armchair 

nanoribbons, a magnetic moment could be observed if the nanoribbons were not 

passivated with H atoms. One way to achieve this could be by heating the samples 

so that the H atoms are removed from the edges.

We  have  proposed  a  novel  form  of  1D  MoS2 (nanoribbons)  with  zigzag  and 

armchair edges, which reveal different electronic and magnetic properties when 

compared to bulk MoS2. Although MoS2 exhibits a semiconducting behavior in the 

bulk phase, we found that MoS2 nanoribbons could be metallic and could exhibit a 

surprising  ferromagnetic  behavior  that  has  been  reported  experimentally.  Our 
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Figure  6.20: Wave functions plotted at  the  Γ-point  of  the edge states 
found on the armchair MoS2 nanoribbons passivated with hydrogen. Note 
that the Fermi level has been set at zero. These states can be thought of 
as donor and acceptor states localized at the edges. These states could 
be interesting for catalysis applications. 
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results  open  the  possibility  for  new  applications  of  1D  systems  in  electronics, 

because the properties of  MoS2 nanoribbons are significantly  different  to those 

found in other 1D systems studied in the past,  such as graphene nanoribbons, 

boron nitride nanoribbons or ZnO nanoribbons.

	�	��	�	��∗∗���������+����+���

Zinc oxide (ZnO) is a wide band gap semiconductor with a Wurtzite structure 

which has been investigated as an electronic material for many decades. Recently, 

basic  and  applied  research  on  ZnO  experienced  a  renaissance  due  to  the 

prospective use of ZnO as an optoelectronic material for blue and UV lasers.

Recently, Tusche, Meyerheim, and Kirschner carried out an experimental study of 
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Figure 6.21: (Top): Difference in charge energy density (up-down) for 
a zinc oxide nanoribbon with zigzag edges, showing that the magnetic 
moment  is  due  to  the  oxygen  dominated  edges.  (bottom)  Band 
structure,  density  of  states,  and  wavefunctions  of  the  top  valence 
band.



����������	
��

2–5 monolayer-thick ZnO films deposited on Ag(111) by pulsed laser deposition 

[54]. While in the bulk Wurtzite structure, Zn and O atoms are arranged in layers 

separated by a vertical distance of 0.63Å, ultra-thin ZnO films show large inward 

relaxations of the Zn atoms into the plane of O atoms leading to an almost null 

polarization.  They  showed  evidence  based  on  scanning  tunneling  microscopy 

(STM) and surface X-ray diffraction (SXRD) that ZnO adopts a hexagonal boron-

nitride (h-BN)-like structure in which Zn and O atoms are arranged in a trigonal-

planar coordination instead of the bulk tetrahedral configuration. According to their 

study,  the  transition  to  the  bulk-like  Wurtzite  structure  is  in  between  3  and  4 

monolayers.

The electronic properties of h-ZnO edges have been studied with DFT-LDA (see 

Chapter 2). The zigzag ZnO nanoribbons containing an odd number of layers were 

found always metallic (see figure 6.21); however when the thickness or number of 

layers  is  even,  states  close to  the Fermi  level  vanish and the  ribbons become 

semiconducting. All armchair ribbons exhibit a semiconductor behavior with Eg of 

ca. 2eV. LDA calculations show that the Eg of ZnO nanoribbons can be tuned 

depending on the width, thickness and edge termination. Also, single layered ZnO 

nanoribbons with zigzag edges exhibit unpaired spins at the edges dominated by 

oxygen atoms (see figure 6.21). The emerged magnetic moment increases with the 

width of the ribbons. For a deeper analysis on the properties of these systems, see 

Chapter 2.
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It  is  clear  from  what  was  exposed  above,  that  even  though  GNRs  exhibit 

numerous  interesting  characteristics  that  could  be  used  for  next  generation 

electronics, other systems have proved superior for certain specific applications. 

Table 6.3 summarizes the basic characteristics and phenomena that the different 

systems presented here exhibit. According to these characteristics, we present in 

the last column what we envision as the possible application that each of these 

materials should have for a next generation of electronics based on 2D layered 

systems. We believe that GNRs are good candidates for contacts because they 

exhibit  good transport.  Although it  has been proved that  GNRs as channels in 

transistors are achievable, it has also been observed that edge disorder and other 

scatterers affect considerably the performance. Also, the ON/OFF voltage ratio is 
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rather low, and it  is difficult  to avoid leak currents. In contrast, BN nanoribbons 

exhibit a large band gap, and the large Eg (from > 4eV to < 1eV with E = 0.1eV/A) 

modulation  due  to  the  Stark  effect  makes  them  ideal  candidates  for  channel 

materials in transistor devices. The magnetoresistance of GNRs can be used for 

reading form magnetic grains that could be fabricated with MoS2 nanoislands or 

nanoribbons. Also, the sensibility of GNRs to edge passivation could be exploited 

for sensors. Figure 6.22 shows a schematic device where several 2D layered finite 

materials could be employed, based on the data presented in table 6.3. 
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System

Eg
Passivation 

Effect

Electric 

Field 

Effect

Magnetic 

Field Effect
Possible Application

Armchair Zigzag

C

Semi-

conductor

(3 families)

Semimetal

( Eg < 1eV 

for width > 

25nm)

p-, n- doping
Half-

metallicity

Magnetore-

sistnace

Contacts (ballistic 

transport)

Gas sensors

Readers 

(magnetoresistance)

BN Insulator Insulator -

Stark 

Effect

Large Eg 

modulation

-
Channel in transitors 

(processing)

MoS2

Semi-

conductor

~1 eV

Metal - -
Ferromag-

netic

Storage devices,

Spin carriers

ZnO

Semi-

conductor

~2eV

Metal

Ferromagneti

c / Half 

metallicity

Large Eg 

modulation
-

Spin carriers, 

optoelectronic devices

Table  6.3: Comparison of the basic characteristics of different 2D layered finite systems and 
their possible application on electronic devices.

Much research must be done in order to achieve what we have proposed above. 

In particular, we highlight the need for spreading the experimental and theoretical 

studies  to  other  2D  layered  systems.  A  general  approach  and  architecture  is 

desirable  over  a  pure  carbon  based  scenario,  so  that  different  materials  are 

explored simultaneously. This would be opposite to the silicon-based electronic era, 

in  which  all  research  and  funding  was  dedicated  to  Si-based  devices  and 

architecture, and now the semiconductor industry is facing the consequences of 

not having diversity and generalization of devices and architecture. 

Much research is still  needed in the synthesis of other 2D systems other than 

GNR. As we have already seen, some methods can be extrapolated, but others 

must be developed. 

	�−��	�−������!�� ���� 
��!�� ���� 
����� �
���� �
�

Electronic calculations were performed using Density Functional Theory within 

the Local Spin Density Approximation (DFT-LSDA) using the Ceperley-Alder  [55] 

parametrization as implemented in the SIESTA code [56]. The wave functions for 

the valence electrons were represented by a linear combination of pseudo-atomic 

numerical  orbitals  using a double-ζ polarized basis (DZP),  while  core electrons 
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were represented by norm-conserving Troullier-Martins pseudopotentials [57]. The 

real-space  grid  used  for  charge  and  potential  integration  is  equivalent  to  a 

planewave cut-off energy of 150 Ry. The pseudo-potentials (pp’s) were constructed 

from 4 valence electrons for the C atoms, and 6 valence electrons for the Mo and S 

ions (Mo: 5s14d5 and S: 3s23p4). Periodic boundary conditions were used and the 

inter-ribbons distance was kept to a minimum of 10 Å to avoid lateral interactions. 

Sampling  of  the  1D and  2D Brillouin  zones  were  carried  out  with  16x1x1 and 

16x16x1  Monkhorst-Pack  grids,  respectively.  All  carbon  nanoribbons  were 

saturated  with  hydrogen  atoms  to  eliminate  dangling  bonds  and  relaxed  by 

conjugate gradient minimization until the maximum force was less than 0.04 eV/Å. 

For the case of Mo and S, the basis and the pp’s and convergence on energy shift 

were tested on the bulk MoS2 hexagonal structure (space group: Pmmc), and the 

MoS2 single  layer.  Bulk  calculations  reveal  that  the  binding  energy  is  -16.478 

eV/MoS2, exhibiting an indirect band-gap from Γ to X of 0.88 eV. The single layer 

has a binding energy of -14.996eV/MoS2 and a direct band gap of 1.8 eV 

Calculations  using  the  spin  polarized general  gradient  approximation  (s-GGA) 

with  the  Perdew-Burke-Ernzerhof  (PBE)  functional  [58] were  performed  in  the 

hybrid  nanoribbons in  order  to  verify  the  LSDA results.  Exact  exchange hybrid 

PBE0 functional calculations were carried out using the NWChem package [59].

Ab-initio quantum  transport  properties  were  calculated  by  extracting  the 

Hamiltonian and Overlap matrices from SIESTA, and using the Landauer  [60,61] 

formalism and the surface Green’s function matching method [62,63].
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The deepest objective of doing research, at least in academia, is to contribute to 

the development of humanity. Be it through the development of technologies that 

directly impact the life quality of individuals, or through the understanding of the 

laws behind all that surround us which we call Nature. To try to reach that objective 

in a doctoral thesis is at least pretentious. Instead, the objective is to contribute to a 

tiny area of research, which collectively might reach the ultimate goal. 

In this thesis, we have contributed to the development of mainly two areas: 1) 

nanoscale zinc oxide science, and 2) nanoscale carbon science. Carbon is, without 

a doubt, the material which has the most intense research activity in nanoscience 

and  nanotechnology.  But  also  because  Carbon  chemistry  is  very  flexible,  and 

comes  in  many  flavors  (see  chapter  �).  The  second  most  studied  material  in 

Nanoscience and Nanotechnology is probably zinc oxide (ZnO). This is due to the 

combination  of  mainly  three  facts:  it  is  a  wide  band  gap  semiconductor  with 

interesting optical properties; it has interesting mechanical; and it is, in principle, 

innocuous to human health and to the environment. 

The contribution to ZnO science was in two different sub areas. The first was 

through the development of a composite of ZnO and cellulose (chapter 2). This 

composite can be used as an energy generator making exploiting the piezoelectric 

and pyroelectric properties of ZnO which are enhanced in the nanoscale. The low 

efficiency of the device limits its applications to those where it is difficult to power 

through the grid or through solar power. Due to the presumed bio-compatibility of 

ZnO and paper, an application for this device could be to power micro or nano 

sensors  working  inside  the  body  through  an  external  vibration  source.  Such 

devices have been proposed before. However our approach uses a low cost low 

temperature procedure and the final device involves mostly bio-friendly materials. 

The  other  area  in  which  we have  contributed,  was  through  the  study  of  two 

nanostructured  ZnO systems:  nanoparticles  and  nanoribbons  (chapter  3).  The 

recent  observation  of  ferromagnetic  response  in  ZnO  nanoparticles  at  room 

temperature was the main motivation. We have contributed to the understanding of 

this phenomenon through the calculations of various scenarios at the surface of 

ZnO nanoclusters of different size, which suggests that the observed properties are 
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very sensitive to the environment of the atoms at the surface. 

Perhaps the most original contribution in this thesis is the introduction of ZnO 

nanoribbons. When we started the calculations on these systems, we had no idea 

that a group in Germany would synthesize the ZnO monolayer. Instead, we were 

motivated by results on the calculations of stability of ZnO polar surfaces carried 

out by ourselves and others. These results indicated that for a small number of 

layers the structure would become planar. While others started the calculation of 

single walled ZnO nanotubes, we focused on the properties of the edges that this 

new phase of ZnO would exhibit. 

When the experimental  observations by Tusche and coworkers were reported, 

the edge effects  on  ZnO we predicted  were no longer  purely  hypothetical,  but 

became a potentially useful material. This meant that now it would make sense to 

ask ourselves what could be the potential applications of the different properties of 

ZnO  nanoribbons.  These  properties  are:  1)  Edge  dependent  (but  not  width 

dependent)  electronic  properties:  zigzag  ZnO  nanoribbons  are  metallic,  while 

armchair  ZnO  nanoribbons  are  semiconducting  with  a  constant  band  gap 

regardless  of  the  width  (c.a. 3eV);  2)  Edge  dependent  (only  for  zigzag) 

ferromagnetic properties; 3) Half metallicity after proper manipulation of the edges; 

4) Gap modulation of armchair ZnO nanoribbons with an electric field. The last two 

properties were found out by other groups work which was at least partly motivated 

by our work. 

In order to find applications, it was necessary to put these properties in context. 

We had to look for other materials that had similar edge effects. Nanoribbons made 

of graphene (a single layer of graphite) is by far the most studied of these systems. 

By that  time, some of  my co-workers were already trying to synthesize carbon 

nanoribbons in a controlled way. We had the opportunity to work with them, and 

contributed to the understanding of the properties of a CVD approach to carbon 

nanoribbons, and to the synthesis and characterization of graphene nanoribbons 

from carbon nanotubes (chapter 5). 

While  studying  the  structure  and  properties  of  the  CVD  produced  carbon 

nanoribbons we realized the important role of structural defects. We studied some 

of these effects both at the edges, and inside the nanoribbon, and we were able to 

contribute to this fast moving research area (chapter 6).
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However,  graphene  nanoribbons  were  not  the  only  layered  materials  with 

interesting edge effects.  It  has been found that boron nitride (BN) nanoribbons 

also exhibit interesting edge effects, particularly the band gap (bulk energy gap c.a. 

5eV)  engineering  with  an  external  electric  field.  Furthermore,  the  sandwich-like 

layered molybdenum disulfide (MoS2) nanoribbons and islands exhibit interesting 

magnetic properties (chapter 6).Although these (graphene, BN, MoS2,  ZnO) are 

probably not the only layered materials that could exhibit interesting edge effects, 

the properties of these four were enough to propose a new technology based on 

edge  effects  in  layered  materials.  Many  authors  have  proposed  the  use  of 

graphene nanoribbons for  the future of  nanoelectronics,  but  to  the  best  of  our 

knowledge,  the  idea  of  nanoelectronics  based  on  the  edge  effects  of  different 

materials is new. The advantage is in the diversity, and the idea would be to take 

the most robust properties of each.

Although  graphene  nanoribbons  can  exhibit  interesting  optical  and  magnetic 

behavior, these properties might be difficult to control. Graphene nanoribbons are 

more  robust  at  conducting  electrons.  Boron  Nitride  nanoribbons  are  usually 

insulators,  but when an electric field is applied a large band gap modulation is 

observed and the flow of electrons can be now possible. The on/off ratio of in a 

device like this is expected to be much larger than in graphene or other layered 

materials. ZnO nanoribbons have a smaller band gap that BN. The possibility to 

use light (blue to UV) to make ZnO nanoribbons conductive, put this material as the 

ideal candidate for, for example, optoelectronic switches. Finally, MoS2 nanoribbons 

and islands exhibit spontaneous magnetization which might be more robust than 

the magnetism observed in graphene or ZnO. 
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In science, we appreciate questions. They give us work and motivation for further 

research. Maybe the greatest contribution of a given work (thesis, article, etc) is the 

questions it rises. We are glad that the work presented here rises more questions 

than the ones it has answered (if any). Some of the most obvious challenges are 

outlined  here.  They  can  be  divided  in  two  groups  depending  if  they  can  be 

addressed immediately or not. 

First  it  would  be  interesting  to  understand  the  properties  of  the  few  layered 
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nanoribbons. Some work has already been done for the bilayer of graphene, but 

little has been done for more than two layers. In the case of ZnO, BN and MoS2, 

there is very little known. 

In �6.3, we briefly introduced the concept of graphene networks, which can also 

been seen as graphene with holes. It would be interesting to see what happens 

when this holes are made in few layer graphene. If two layers are “punched” they 

would probably form a carbon nanofoam like the one shown in figure 4.1. However 

it is not clear what would happen when holes are made in a graphene trilayer. It 

would be also interesting to study the properties of these networks but made of 

ZnO or BN or MoS2. 

Another  important  question  is  the  effect  of  the  substrate  in  the  properties  of 

nanoribbons. For the case of graphene, this has been widely studied both from the 

theoretical and the experimental point of view. However the effect of substrate is 

not clear in the other systems. 

If  new electronics based on layered materials are to be pursued,  it  would be 

imperative to study and understand the interaction between the different kind of 

nanoribbons. The easiest case is the BN – graphene nanoribbon interaction. Due 

to the lattice match one could think that a substitution of carbon atoms for boron or 

nitrogen would be possible. However, experimentally that could be very difficult to 

achieve. An easier technique (in principle) would be to transfer somehow the BN 

nanoribbons  into  a  substrate  containing  a  patterned  array  of  graphene 

nanoribbons. In this case, the interactions are not covalent, but rather by van der 

Waals forces, which are very difficult to describe in theoretical calculations, but that 

should  be  aimed for.  Similarly  interactions  between graphene nanoribbons and 

ZnO and MoS2 systems would be interesting.

Finally, from an experimental point of view, the challenges are many and most of 

them might require years of work. The most obvious one is how to synthesize all 

these systems in an efficient, and economically and ecologically cost effective way. 

The option of unzipping nanotubes seems promising. In this respect, the use of 

similar technique for single or few layered walled (doped and undoped) nanotubes 

still needs to be proven. 
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The  study  of  nanoscale  materials  cannot  be  carried  out  without  the  aid  of 

characterization  tools.  In  fact,  nanoscience  and  microscopy  and  spectroscopy 

techniques are closely related and often involved in a continuous loop of feedback 

for research and development. The characterization tools not only aid us for seeing 

beyond  our  natural  naked  eye  capabilities,  but  give  us  information  about  the 

physical and chemical properties of materials. The objective of this section is to 

briefly  describe  the  physics  behind  and  the  information  given  by  the 

characterization tools used throughout this work. 

��������
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The naked  eye has a  spatial  resolution  (i.e.  how small  it  can  still  separately 

identify  an  object  from  an  adjacent  similar  object)  of  around  5µm.   This  is 

determined by three factors: size of the reception cells (c.a.4 µm), aberrations, and 

diffraction of the light at the entrance of the pupil of the eye. When the object of 

observation has dimensions lower than this, a microscope must be used. Optical 

microscopes  have  a  spatial  resolution  of  c.a.  0.3µm.  In  this  case,  the  spatial 

resolution is limited by diffraction, and in the ideal case of nearly perfect optics, the 

best resolution is given by just over half the wavelength of light. 

The particle-wave duality of quantum mechanics states that a particle can behave 

like a wave with a wavelength called the de Broglie wavelength which is inversely 

proportional  to  its  momentum.  Hence,  an  electron  accelerated  at  50keV would 

have a wavelength of λ=0.005nm. In the case of electron microscopes, the spatial 

resolution is limited by the aberration of the electromagnetic lenses. 

In a transmission electron microscope (TEM), electrons pass through a rather 

thin  sample and are then imaged by appropriate  electromagnetic  lenses into  a 

fluorescent  screen or  a  CCD,  in  analogy to  a  regular  optical  microscope.  The 

electrons  are  accelerated  to  voltages  between  50kV  and  300kV.  The  spatial 

resolution is around 0.2nm, although recent spherical aberration-corrected TEMs 

have achieved better resolution at even lower acceleration voltages [1].

Unless the sample is very thin, the electrons of a TEM are strongly scattered 

within the specimen, or absorbed rather than transmitted. Therefore, for examining 
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bulk samples it is desirable to use reflected, or secondary electrons (absorbed and 

then emitted). However, when the electrons are emitted, they do so with a variety of 

energies and directions, making them difficult to focus and project into a screen. 

Instead, a scanning approach is used: First, the source electrons are focused into a 

small-diameter electron probe that is scanned throughout the sample, and then, the 

secondary electrons of  each of  the  scanning steps or  pixels  are collected  and 

amplified. The intensity or number of electrons reaching the collector specifies the 

brightness  of  a  given  pixel  of  an  image.  This  is  the  principle  of  a  scanning 

electron  microscope  (SEM).  The  acceleration  voltage  of  a  SEM  is  usually 

between  5  to  30  kV,  and  the  spatial  resolution  is  of  c.a.  1nm.  In  moderate 

acceleration voltages, the information observed in the SEM image is mostly of the 

surface of the sample. As the acceleration voltage increases, information of deeper 

in the sample is obtained. Recently, single atom resolution (c.a. 0.1nm) has been 

achieved with an aberration corrected SEM [2].

Electron  microscopy  was  used  in  this  work  to  examine  the  morphology  and 

crystal  structures  of  the  produced  nanomaterials  presented  in  Chapter  1 and 

Chapter 3. In particular, the morphology of the ZnO nanorods synthesized by the 

solvothermal method was observed with a XL-30 FEI field emission gun SEM. Their 

crystal structure was observed with a HRTEM 300KV FEI TECNAI F30 STWIN G2. 

The same equipment was used to characterize the carbon nanoribbons and the 

catalytic  cut  carbon  nanotubes,  along  with  the  DUAL BEAM FEI  HELIOS 600 

NANOLAB. The morphology of the ZnO-paper composite presented in  Chapter 1 

was observed with a ESEM FEI QUANTA 400 at Rice University. 
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While  electron  microscopes  are  an  extension  of  our  eyes,  scanning-probe 

microscopes  are  an  extension  of  our  fingertips.  In  these  systems an  image  is 

formed using a sharply pointed tip, which mechanically scans in proximity to the 

surface of the sample in order to sense the local properties. Therefore, the image 

obtained from scanning probe microscopes represents only the surface properties 

of the sample. 

The  scanning tunneling microscope (STM) was  the  first  device  to  achieve 

atomic spatial resolution. In such system, a conducting tip is brought to about 1nm 

from a conducting sample, and potential difference is applied. Electrons then move 
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between the tip and the sample by quantum mechanical tunneling. 

When neither the sample or the tip are conducting, if the tip is brought very close 

to the surface of the sample and the tip essentially touches the sample and senses 

the electrostatic force which can be repulsive or attractive. This is the principle of 

the atomic force microscope (AFM). In practice, the tip is positioned at the end of 

a  cantilever  which  deflects  as the  tip  feels  the attraction or  repulsion  from the 

sample. This deflection is measured by shinning a laser beam to the edge of the 

cantilever  and  observing  the  angular  deflection  of  the  reflected  beam  in  a 

photodetector.  Also,  with  a  modified tip  the magnetic  field  of  a  sample  can be 

monitored. The spatial resolution of an AFM is limited by mechanical control and 

stability, although, in principle atomic resolution should be accessible. 

In  Chapter  3 the  surface  morphology  of  a  multiwalled  carbon  nanotube  cut 

longitudinally  by  a  cobalt  particle  through  a  hydrogenation  process  was 

investigated with a JEOL JSPM 5200. 

����������� �!!��
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While electron and probe microscopies give information on the local morphology 

of the sample, it is usually helpful to have information of the general structure. The 

structure  of  a  crystal  can be studied  by the  diffraction  of  a  wave as  given by 

Bragg's Law: 2d  sin(θ)=nλ. An incident wave of wavelength  λ is supposed to be 

reflected elastically at an angle θ by the planes of atoms in a crystal separated by a 

distance d. In particular, diffraction can only occur for wavelengths λ≤ 2d, therefore 

X-Rays  are  used  instead  of  for  instance,  visible  light.  The  Bragg  Law  is  a 

consequence of the periodicity of the lattice, and does not give any information of 

the  composition  of  the  sample.  In  particular,  powder  X-Ray  diffraction  gives 

averaged information of the different oriented crystals in a sample. The patterns 

shown in Chapter 1 were acquired with a XRD BRUKER D8 ADVANCE.

��∀��������������
�������

���
���

In a micrography, it is almost impossible to know what is the composition of the 

material we are looking at. In particular, in nanotechnology, where the synthesis 

methods yield to various interesting structures, it is always important not only to 

know what the structure of this new material is, but what are their physical and 
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chemical properties. 

In particular, in X-ray absorption spectroscopy the transmission of the light source 

through the sample is studied, similar to optical absorption. However, depending on 

the energy range of  the light source,  electrons can be excited into  unoccupied 

energy levels from different shells of the atoms. This means that the absorption of 

light  is  a  function  of  the  core  electron  binding  energies.  The position  of  these 

energy levels are element specific,  and depend also of the environment of  the 

atoms. Therefore, this method can be used for elemental and chemical analysis. 

When light with proper energy hits the sample, an electron absorbs such energy 

and makes a transition into unoccupied states. The recombination options and the 

energy  absorbed  determine  the  edge measured.  For  instance,  in  graphite,  the 

energy required for the absorption of a photon by a core C1s electron to reach the 

Fermi energy is called the absorption K-edge. X-ray absorption spectroscopies are 

classified  according  to  the  range  of  energy  or  energy-distance  from the  edge. 

Extended X-ray absorption fine structure (EXAFS) covers an energy range of c.a. 

500  eV from the  edge,  and  gives  information  on  the  interaction  between  next 

neighbors and short range order in the lattice. Near edge X-ray absorption fine 

structure (NEXAFS) covers a smaller range of 30 to 50 eV, and X-ray absorption 

near edge structure (XANES) covers an even smaller  range.  Both XANES and 

NEXAFS give information of the unoccupied levels in the band structure before the 

electron is ionized out of the crystal [3].

The  scanning  transmission  X-ray  micro-spectroscopy  (STXM)  is  a  powerful 

technique  that  allows  the  simultaneous  (i.e.  without  unmounting  the  sample), 

imaging of a sample through the transmitted X-rays, and the spectral analysis of 

each of the scanning points through an energy scan or stack. In particular, when 

using a synchrotron light source, the spectral analysis can be achieve from near 

the edge (XANES) to the extended X-ray absorption (EXAFS). The measurements 

presented in Chapter 3 were carried out at the beam 5.3.2 of the Advanced Light 

Source synchrotron at Lawrence Berkeley National Laboratory.
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In the TEM, when the electrons pass through the sample, some may lose energy 

through inelastic electron-electron collisions. The measurement and analysis of the 
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energy of electrons as they pass through the sample is called Electron Energy 

Loss  Spectroscopy  (EELS).  As  in  the  case  of  the  X-Ray  spectroscopies,  the 

energy-loss  events  give  information  about  the  chemistry  and  the  electronic 

structure of the sample's atoms, which in turn reveals details of their bonding, and 

nearest  neighbor  atomic  structure.  The  value  of  energy  loss  in  the  incident 

electrons  corresponds  to  the  transferred  excitation  energy  for  the  inner-shell 

electrons in a sample. 
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The role of computational calculations in materials science and in nanoscience in 

particular, has proved to be very important. Computational calculations provide us 

with tools for a deeper understanding and prediction of the behavior of materials. It 

is, in principle, a framework for carrying out truly controlled experiments. However, 

the experiments  that  are  accessible  depend mostly  on the  scales  that  a  given 

calculation  method  or  approximation  is  able  to  achieve.  Also,  in  order  to  gain 

knowledge on a specific observed phenomena, there is often need for different 

degrees of accuracy or different approximations. In this section, a brief description 

of the different approximations and methods for electronic structure calculations is 

presented. 

All  the  information  of  the  physical  and  chemical  properties  of  a  material  is 

contained  in  the  way  the  electrons  are  arranged  and  interact,  namely  in  the 

electronic structure. The Hamiltonian that governs the motion of the electrons and 

nuclei in a given material is composed by: 1) the sum of the non interacting kinetic 

energy of electrons and nuclei;  2)  the Coulomb interaction between nuclei  and 

electrons;  3)  and the Coulomb interaction among electrons,  and among nuclei. 

However, a clever observation that the electrons move much faster than the nuclei, 

allow us  to  separate the  problem into  an  electronic  Hamiltonian  neglecting  the 

kinetic energy of nuclei in what is known as the Born-Oppenheimer approximation. 

The total energy could then be computed as the sum of the electronic energy and 

the nuclear energy.

The electronic  Hamiltonian then,  is  composed by 1)  the kinetic energy of the 

electrons;  2)  the  Coulomb  interaction  between  electrons  and  nuclei;  3)  the 

Coulomb interaction between electrons; and 4) the Coulomb interaction between 
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nuclei (in atomic units): 
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It is important to note that the Coulomb terms are many body interactions; hence, 

can only be determined exactly for very 

small systems. 

In this Section we will present different 

approximations  to  solve  this  problem, 

along  with  their  advantages  and 

limitations  in  terms  of  computational 

time  and  accuracy.  In  that  respect, 

figure  1  presents  an  schematic  ladder 

for electronic structure calculations used 

in this work, and their relative accuracy 

and computational cost, as well as the 

properties  that  are  accessible  under 

such approximations. 
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In  the  bottom  of  the  ladder  of  electronic  structure  calculations  lie  the  semi-

empirical approximations. Although there are other approximations of this kind, the 

tight binding approximation (TB) is the most relevant for the work presented here.  

In the semi-empirical TB approximation, the Schrödinger equation

� ������ 	����	

is expressed in its secular form: 


���� ������ 	�� ���� 	
�� ,

In the case of solids, the wavefunction �  is expressed as a linear combination of 

atomic orbitals which are expressed as  Bloch sums of the wavevector k:
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and the matrix elements:
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are  determined semi-empirically,  typically  by  fitting  to  experiments  or  ab-initio 

calculations.

The  TB  approach  makes  the  following  approximations:  1)  assumes  a  local 

character  of  atomic  orbitals;  2)  disregards  the  crystal  field  terms,  since  they 

represent a rigid shift of the whole band structure; 3) considers the interaction of a 

small number of neighbors adopting the two-center approximation. The two center 

interaction integrals can be expressed in terms of a small number of independent 

parameters.  The  expressions  of  the  two  center  integrals  for  the  interaction  of 

different atomic orbitals with different angular momentum were given by Slater and 

Koster.

In graphene, for instance, a one orbital model is sufficient to describe the band 

structure close to the Fermi level. This approximation can be done because the π 

orbitals  in  graphene  are  effectively  decoupled  from the  σ orbitals.  This  simple 

model, that usually includes only nearest-neighbor interactions, is very successful 

in describing the properties of single-walled nanotubes despite that it neglects the 

effects of curvature and assumes all C-C bond lengths to be the same. However, 

Mintmire  et  al.  showed  that  for  an  accurate  description  of  the  properties  of 

graphene nanoribbons,  particularly  the ones with  armchair  edges,  third  nearest 

neighbor  interactions  must  be  included  [4].  They  showed  that  the  two  center 

integral  parameter  of  the  nearest  neighbor  (c.a.  2.6eV)  model  that  works  for 

nanotubes is in fact an effective value of the combination of nearest neighbor (c.a. 

3.3eV) and third nearest neighbor interactions (c.a. 0.3eV) [4].

Recently,  a  more  accurate  description  of  the  quasiparticle  band  structure  of 

graphene  and  graphite  has  been  achieved  with  a  third  nearest  neighbor  tight 

binding  method  with  overlap  fitted  to  GW  calculations  [5,6].  However,  the 

introduction of overlap and the extensive fitting procedure shadows the physical 

interpretations of the different parameters.

In our calculations presented in Chapter 4, the nearest neighbor parameters used 

were  -2.7eV  with  a  zero  on  site  energy.  Third  nearest  neighbor  parameters 

considering overlap and fitted to LDA are listed in table 1. 
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ε 2p γ0 s0 γ1 s1 γ2 s2

-1.904 -3.012 0.250 -0.633 0.053 0.358 0.030

Table 1: Third nearest neighbors tight binding parameters for carbon fitted to LDA [5].

����� ����
��!∃�

������
�����

The Density Functional Theory is based on the Hohenberg-Kohn theorems [7-9]. 

The first theorem states that the electron density  �� 
 �  corresponds to a unique 

number  of  electrons  N and  a  unique  arrangement  of  nuclei  (number,  charge, 

position),  or  in  other  words,  external  potential  � � 
 � .  The  second  theorem 

introduces a variational approach for determining �  by minimizing the total Energy 

of the system. Such  �  is the ground state electron density. Therefore, the total 

energy is a functional of the electron density and hence, the Hamiltonian. 

� �������

 �� �

 �� 
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Kohn and Sham introduced orbitals into the picture in such a way that the kinetic 

energy could be computed [10]. The electron density was written as the sum of the 

squares of an arbitrary number of orhtonormal orbitals. In simple words, the Kohn 

Sham DFT consists  in  writing the energy functional  in terms of non interacting 

orbitals, and calculate whatever possible, and leave the rest in a functional called 

the exchange correlation functional:
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,  then  the  kinetic  energy  is  given  by  � �����
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 �  is  the  classical 

Coulomb interaction energy.

The exchange correlation functional contains the difference between the exact 

kinetic  energy  and  the  kinetic  energy  of  the  non  interacting  orbitals,  the  non 

classical  part  of  � �� ,  and  the  self  interaction  correction  to  the  Coulomb term. 

However,  the  shape  of  this  exchange  correlation  functional  is  unknown  and 

approximations must be made. The approximations are semi-local if the exchange 

correlation  energy  depends  only  on  the  electron  density  and  orbitals  in  an 

infinitesimal neighborhood of the given position, and otherwise they are nonlocal. 

The  local  (spin)  density  approximation  employs  only  the  local  densities.  The 
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generalized gradient approximation adds the gradients of the local spin densities. 

The meta-GGA adds the positive kinetic energy density or the Laplacians of the 

densities. These are all semilocal functionals, and work when the density varies 

slowly  in  space.  There  are  also  hyper  GGAs that  add  exact  exchange  energy 

density [11].

The common semi-local approximations (LDA and GGA) are not successful for 

describing the properties of all systems, although the exact DFT (meaning knowing 

the exact EXC)  should be capable of obtaining the exact groundstate properties. 

One example of the failure of the semi-local exchange correlation functionals is the 

description of  the electronic band gaps for semiconductors.  In  general,  LDA or 

GGA  lead  underestimated  values,  and  sometimes  even  erroneous  metallic 

behavior.

As mentioned above, the Kohn-Sham DFT introduces a set of orthonormal basis 

sets. This basis set can be localized, or extended. An example of the first approach 

is the linear combination of atomic orbitals (LCAO) approach. This approach has 

the advantage that fast calculations can be done with minimal basis sets (small 

number  of  functions),  and  very  accurate  calculations  can  be  achieved  with 

increasing  the  size  of  the  basis  (large  number  of  functions).  However,  in  this 

method it is often difficult to have a proper description of metals. In contrast, an 

extended basis, such as a plane wave basis describes very well the delocalized 

electrons in metals. The cost is that the plane waves are extended all  over the 

simulation space, which in the case of the simulation of nanostructured materials 

which have at leas one finite direction, translates into a lot of planewaves to fill that 

space and will give no data. 

Since in this work we are interested in nanostructured materials, it was natural to 

choose an implementation where a LCAO is used as the basis set. We carried out 

the calculations using the SIESTA code which uses numerical orbitals  [12]. The 

code reads norm conserving pseudopotentials to treat the core electrons. We have 

used  the  Troullier-Martins  parametrization  [13].  Table  2 shows  the  electronic 

configurations used for different atoms. In addition to convergence parameters that 

are  common  to  similar  methods  (i.e.  plane  wave  codes),  the  SIESTA  method 

requires that the basis size (number of atomic orbitals), the basis range (radius of 

the  basis  orbitals),  and the  fineness of  the  real-space integration  grid  are well 

converged [12]. We found that a double-ζ with polarization orbitals showed a good 
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compromise between accuracy and speed. 

H 1s

C 2s2 2p2

N 2s2 2p3

O 2s2 2p4

S 3s2 3p4

Zn 4s2 3d10

Mo 5s2 4d4

Table 2: Valence electrons used for the different elements studied in this work.

For the case of zinc oxide systems, we used the LDA for the exchange correlation 

functional  with  the  Ceperley  Alder  approach  [14],  since  the  GGA  calculations 

showed a underestimation of the cell parameters and the same underestimation of 

the energy band gap.  For carbon, we used both the CA-LDA and often verified our 

results under the  GGA with the Perdew-Burke-Ernzerhof functional [15].

While  the  LCAO  approach  requires  the  convergence  of  different  parameters 

described above, the plane-wave basis set monotonically converges as the energy 

cut  off  (the  number  of  plane  waves)  is  increased.  We  often  checked  that 

qualitatively our LCAO results were consistent with plane-wave results, unless the 

calculations became prohibitive, as in the case of the calculation of ZnO clusters. 

For this, we have used the Quantum-Espresso package  [16]. Typically, the cutoff 

for Zn was 65Ry and for Carbon, Oxygen and Sulfur, c.a. 30Ry. 

����� !
%∃

In the DFT (LDA or GGA) + U approach, the energy of the strongly correlated 

orbitals (usually d or f orbitals) is corrected by an orbital dependent Hubbard term 

such that:

� ����� ����� ��� ������ ������
�� ��� � ,

where  ���  is a double counting term removed in order to not count twice the 

contribution from the DFT (LDA or GGA) functional and the Hubbard term, and � �  

are elements of the occupation matrix. Then, the energy functional takes the form:
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The determination of U through first principles is rather complicated. Van de Walle 

and co-workers have proposed the following approach: Since U is defined as the 

Coulomb energy interaction between the d electrons on the same atoms, an atomic 

U can be obtained as the energy difference between the addition and removal of 

an  electron  from  the  atomic  d subshell  [17].  However,  when  the  atoms  are 

assembled in a soli,  the atomic Coulomb interaction is screened by the optical 

dielectric constant, leading to an effective Coulomb correlation interaction [17]:

��
� ��

��
.

We carried out LDA+U calculations to correct the overestimated p-d interaction in 

ZnO, and to  verify  that  our  calculations on ZnO nanoribbons were qualitatively 

correct. We determined the values of U to be 11 and 7 eV for the bulk Wurtzite ZnO 

and the hexagonal honeycomb monolayer, respectively. The difference is due to the 

difference in screening ( the dielectric constant) of the two systems. 

��∀���&�∋∃������
�
������������
���

The third term in the electronic Hamiltonian is the Coulomb interaction between 

electrons which correlates the motion of the electrons. An exact determination of 

this problem is not practical since it requires the solution of an equation with 3N 

coupled  spatial  degrees of  freedom. The  common approach as  we have  seen 

above is  to  approximate to two body interactions interacting under  an effective 

potential in which the exchange and correlation of electrons is contained. 

Another approach to solve this problem is based on the quasiparticle concept and 

the Green function method. This concept of quasiparticle is formed by the depletion 

of  negative  charge  due  to  Coulomb  repulsion  between  electrons  and  its 

surrounding  positive  screening  charge.  The  mathematical  description  of  the 

quasiparticles  is  based  on  the  single-particle  Green's  function,  and  its  exact 

determination requires the knowledge of  the  quasiparticle  self  energy.  The self 

energy is a non Hermitian, energy-dependent and non local operator that describes 

the exchange and correlation effects beyond the mean field theory. However, the 

determination of the self-energy can only be approximate, and is usually carried out 
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by the dynamically screened interaction or the GW approximation.

The GW approximation gives very good results in agreement with experiments for 

the  calculation  of  band  structures  and  photo-emission  spectra  of  many 

semiconductors  and  insulators.  The  quasiparticle  energies  in  first  order 

perturbation theory are 

� �

� ���
!��

�����
!� � 	��� ��

∀��	

��������

�� 	
����

!�

In Chapter 2, we have used the GW approximation to verify that our results on the 

properties of ZnO nanoribbons with zigzag edges were qualitatively correct. The 

calculations were made with the YAMBO code [18] on top of DFT carried out with 

the Quantum Espresso package [16] under the LDA (see Appendix 2.2). 
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�������
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The flow of electrons through a device happens because of a difference in the 

local equilibrium distribution of electrons (Fermi functions) in the source and drain 

leads. The conductor, which is in the middle of the two leads, seems forced to 

match two different Fermi functions at its ends, and therefore, its actual steady-

state lies in between the two. While the source keeps pumping electrons, the drain 

keeps pulling them out, each trying to keep equilibrium. However, the conductor 

does not have an unlimited number of channels through which electrons can travel 

in and out of the device. Also, the coupling of the conductor with the leads could 

hamper the flow of electrons. 

The rate at which an electron with energy E travels from the source to the drain is 

given by the transmission function  � �� � . Under the assumption that the electrons 

travel  through the device without changing the state of the conductor (coherent 

transport), e.g. by causing vibrations in the atomic lattice, the transmission function 

can be calculated as [19]:

 � �� ���� �!�#!
�
#� � .

Where #������∃� ���������  is the overall Green's function which includes the 

interaction with the different leads by the self energy  ���
�

�

� � ,  where n is the 
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number  of  probes  or  contacts.  The  coupling  functions  are  expressed  by 

! ��� �� ��� �

�� , where � ��∀#�∀
�  is the self energy of each contact and includes 

the  interaction  of  the  contacts  through  the  coupling  Hamiltonian  ∀  and  the 

conductor's Green's function:

#�������� ���#�
�� ,  where  SC and  HC are  the  overlap  and  Hamiltonian 

matrices of the isolated conductor. 

Then, the current is finally given by

%��&� ∋��
��

��

� �  � �� �� (
�
���� (

�
����

It can be noted that the calculation of the transmission function and hence the 

current, can be computed once the Hamiltonian of the system and the coupling 

Hamiltonians  are  known.  Also,  the  Green's  function  approach  extension  to 

multiterminal devices is straight forward.

In this work, we have computed the Hamiltonian  and overlap matrices within a 

simple  tight  binding  approach  (see  Appendix  2.1),  or  through  a  first  principles 

approach DFT (see Appendix 2.2). The use of a LCAO basis set is suitable for 

obtaining  these  matrices,  as  opposed  to  a  non  localized  basis  set  in  which  a 

change of basis set (for instance, into Wannier orbitals) should be done. Therefore, 

the  calculations  presented  in  Chapter  4 were  carried  out  with  Hamiltonians 

obtained with the SIESTA [12] package and the TRANSPLAYER code developed 

by Meunier [20,21]. 

 �� ������������
��
∃��
����
��
∃��
����

As stated  in  Appendix  1.5,  in  the  electron  energy  loss  spectroscopy (EELS), 

indirect information about excitations form occupied to unoccupied states is gained. 

The accelerated electrons in a TEM loose energy as they cross the sample. The 

loss of energy comes from the Coulomb force  eE of the electron interacting with 

the medium, and causes the particle  to slow down. Therefore,  the energy loss 

gives information on the dielectric function of the sample through the loss function 

[22,23]:

∃� ��
%�� �
&� ��

%
�

%
�

��%
�

� , where %��&�%� , and %��∃�%�  are the real and imaginary 
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part of the dielectric function, respectively.

Therefore,  the  energy  loss  can  be  computed  once  the  dielectric  function  is 

obtained.  The calculation of  the  dielectric  function follows that  of  the response 

function. Under the Random Phase Approximation (RPA), the response function, 

which  measures  the  change  in  the  electronic  density  induced  by  an  external 

potential, is approximated by a noninteracting system. However, in a real system, 

the self-energy modifies the electronic density and therefore the RPA is not valid 

anymore [18]. A more accurate solution is made by the Bethe-Salpeter equation, in 

which electron-hole interactions are taken into account. However, the calculation is 

computationally more intense. 

The loss functions presented in Chapter 4 were calculated under the RPA within 

the adiabatic local density approximation as implemented in the YAMBO code [18] 

on  top  of  DFT  eigenvalues  and  eigenfunctions  calculated  with  the  Quantum 

Espresso package [16].  
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