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Abstract

In this thesis we review and discuss, from a theoretical point of view, the physical

properties of a wide variety of carbon-based nano-materials. This work is focused

on systems in which the atomic structures exhibit one - or a combination - of the

following features: i) negative curvature, ii) highly strained C-C bonds, or iii) local-

ized bond strain due to mechanical defects. The electronic and structural properties

of these systems have been calculated using first principles and tight-binding ap-

proaches.

The mechanical stability of negatively curved graphitic crystals (the Triply Pe-

riodic Graphitic Surfaces, also known as Schwarzites) is reviewed for a representa-

tive variety of flavors. It is shown that, for small crystals, identification could be

achieved using vibrational spectroscopy; whereas larger systems would be practically

indistinguishable from amorphous phases of graphite-like materials. The electronic

properties of such systems and their response to optical excitations are related to the

local atomic environment and different families could be characterized using Elec-

tron Energy Loss Spectroscopy (EELS). In contrast to other curved carbons, such as

single walled carbon nanotubes, metalicity is only possible for structures containing

seven membered rings. Atomic doping also could be achieved by substitutions of

Boron or Nitrogen atoms, or by the introduction of pyridine-like groups.

One and two dimensional networks built from the cubic cubane cage have been
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also investigated. These networks are shown to be mechanically stable. Their elec-

tronic properties are intrinsically related to those of the cubane molecule and, large

electronic gaps have been observed. The introduction of electronically rich linkers

could be used to reduce the gap without affecting significantly their mechanical

stability.

In addition, the interaction of laser pulses with graphitic carbon nanostructures

is studied in detail. Novel paths for defect healing are shown to be available using

the contribution of the electronic entropy to the system’s free energy. These studies

suggest that it may be possible to anneal selectively defects (e.g. pentagon-heptagon

pairs) using femtosecond laser pulses, in order to modify the electronic and mechani-

cal properties of carbon nano-systems. We have extended the calculation framework

for laser-matter interactions, in order to allow for the study of systems with more

than one atomic species (e.g. binary semiconductors).

These studies, originally designed for systems containing a single atomic species,

has been extended so that further investigations, binary semiconductors would be

possible.
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H. Romero, M. E. Garćıa, H. O. Jeschke, F. Valencia, H. Terrones, M. Terrones,

accepted for publication in Nanoletters, 2005.

A density functional theory study of cubane oligomers, B. Herrera, F.

Valencia, A. H. Romero, M. Kiwi, R. Ramirez, A. Toro-Labbé, to be submitted to
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Foreword

The thing that hath bee, it is that which shall be;

and that which is done is that which shall be done.

Ecclesiastes

Much have been said about nanotechnology elsewhere (and almost anywhere)

therefore little more will be stated in this preface. These few words, mainly related

to carbon nanostructures and matter-light interaction, have also been discussed in

the available literature. However, they have been useful for the author when he was

writing this thesis and, hopefully , will be useful for the casual reader.

Carbon nanotechnology is becoming important in the modern developments.

From amorphous carbon to nanotubes, and from ultrahard polycrystalline diamonds

to active foams, new technological possibilities and theoretical challenges have raised

during the past two decades. When we think about carbon being the basis of organic

life - and one of the most commonly used and studied elements - we sometimes forget

about its enormous versatility. C-C bonds do exhibit three fundamental kinds of

orbital hybridization: linear sp, sp2 and sp3; all of the latter play a crucial role in

the always fascinating world of carbon chemistry.

The semiconducting character of silicon has placed it on top of the electronic

devices since the fabrication of the first transistor. Meanwhile, the mechanical

strength and bond flexibility of carbon has been widely exploited for the production

of catalytic devices, active filters and metal composites. Within the nanotechnology

framework, novel and efficient ways to tailor the electronic properties of carbon-

based systems have opened new avenues for developing ultra-miniaturized electron-

ics. Pristine and doped carbon fullerenes and nanotubes have been proposed as

xi
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good candidates in nano-electronic devices. Recently, significant advances in the

generation of hetero-junctions have been accomplished.

The discovery of carbon fullerenes and the identification of nanotubes marked

the starting point of a new era of carbon-based systems. The physico-chemical

properties of these systems could be strongly dependant upon the global geomet-

ric properties and localized structural defects; curvature and strain play a major

role in the material’s behavior. Therefore, dimensionality, curvature and strain are

parameters that could be varied in order to construct and predict carbon based

nanodevices.

Synthesis and characterization should advance together in material engineering.

Acquiring the complete information regarding these novel materials is needed, but

this step is, by no means, trivial. Structures tailored at the atomic level now require

advanced tools with atomic resolution.

An important question arises: is it possible to acquire information about these

novel materials from optical measurements? Before this question is answered, we

could mention that light has always been the humans favorite source of information.

Just remember what the semitic God created in the first place. Vision and “High

Resolution Vision”, a.k.a. microscopy, are “short wavelength” phenomena, i.e. vis-

ible light wave-lengths are much smaller than the scatterers (visible objects) and it

is clear that many of the optical features could be described accurately by means

of purely classical electrodynamics. But most interesting is that the scenario could

be completely changed when studying nanostructures. Even visible (above 380 nm)

and ultraviolet (above 10 nm) wave lengths are far too large at the atomic scales.

Still the answer to the question posed earlier is affirmative. The wavelengths of

visible and near ultraviolet light are usually larger than (or at least comparable with)

the dimensions of the system and, generally, nanoparticles lie below the resolution of

any optical microscope. However, there are various reasons for studying the optical

response in nanosized systems. First, nanoparticles are usually larger than the De-

Broglie wavelength of energetic electrons (not very energetic, only a few KeV ), which

interact with matter similarly to the interaction of light with the continuous media,

and that is related to the same microscopic quantities: polarizability, susceptibility

22nd June 2005
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and dielectric function. Secondly, absorption of intense energy light, such as X-Ray

Absorption, is also related to small atomic lengths. In a third place, the system

response is no longer described by the classical electromagnetic theory but by the

quantum (or at least semiclassical) description of light-matter interactions. This

latter condition means, for very small particles, that slight geometrical changes are

able to induce significant variations in the optical response; a feature that has been

exploited to obtain information about the morphology of clusters interacting with

light of long wavelength. Fourth, and last for us, as shall be discussed in this thesis,

the application of ultrashort (in time scale) and very energetic laser pulses could

induce local atomic rearrangements, a fact that is related to highly non-thermal

phenomena ( electrons and ions having dramatically different temperatures and

localized electronic excitations).

Almost in perfect timing with the nano and femto revolution, advances in com-

puter hardware and methods employed in computer physics allows one to investigate

the nature of the chemical bonds in nanostructured materials, the related physical

properties and , to some extent, the output of several experimental characterization

techniques such as spectroscopy. Given enough computational power, this theoret-

ical study can be performed without resorting to empirical data by means of what

are usually called ab-initio or first principles methods, being the Density Functional

Theory used in this work one of the most popular nowadays . When computer re-

sources are restricted, it is necessary to use simpler approximations retaining the

quantum nature inherent to the atomic interactions1. The Tight Binding approxi-

mations are the most celebrated simplified descriptions of the chemical binding, and

they have also been widely used throughout this work.

In this thesis you will find a theoretician’s, and specifically a computer physicist,

point of view regarding novel nanostructured carbon allotropes in which curvature

and strain play a significant role. In addition, their characterization using Electron

1This condition is ever reached, although the limiting size of the system depends upon the

available resources at any given research center. The cost of first principles calculations increases

dramatically with the number of atoms. Therefore, there are many interesting problems where

ab-initio calculations are prohibitively expensive

22nd June 2005
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Energy Loss Spectroscopy (EELS) and vibrational spectroscopy, as well as how their

electronic properties could be modified by doping is studied in this work. Finally we

will discuss a novel route to perform specific atomic structural changes using ultra

short laser pulses (e.g. femto-second laser pulses).

Due to my theoretical background, a considerable amount of space is devoted to

description of theoretical methods and the validity of the approximations employed.

I do hope that the reader finds this work relevant, especially from the physics point

of view, so that this account is worthy for a wider audience.

22nd June 2005
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Chapter 1

Introduction

“LISTEN to me,” said the Demon as he placed his hand upon my

head. “The region of which I speak is a dreary region in Libya, by the

borders of the river Zaire. And there is no quiet there, nor silence.

Silence, a Fable, Edgar Allan Poe.

Carbon is a fascinating element. Depending on the molecular or crystal struc-

ture, carbon-based materials could display dramatically different electronic proper-

ties. Therefore, it is becoming one of the most widely used elements to create new

prototypes of nanoelectronic devices. In particular, since the discovery of fullerenes

in 1985 [1], various carbon structures exhibiting novel electronic and mechanical

properties have been identified. Our work is related to the properties of curved and

strained carbon-based structures. Therefore, before entering into the discussion of

our results, let us state what do we mean by strain and curvature, and why those

two concepts are relevant in the physico-chemistry of carbon.

1.1 The carbon polymorphism: valence-bond de-

scription of the covalent carbon bonds.

Let us consider the covalent bond between carbon atoms. By definition, covalency

implies that the interaction with the nearest neighbors is of prime relevance. Under

this consideration, a transparent understanding of the covalent bonding in molecules,

1
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RAB

Core
levels

Core
levels

BA

Molecular Orbitals

potential
Ion−electron

Valence
levelslevels

Valence
Bonding

Antibonding

Figure 1.1: Schematic representation of the covalent bonding between two equivalent

atoms (A, and B). The nuclei are at a distance RAB . The lower lying states (core

levels), retain their atomic character; whereas states extended between the two nuclei

(molecular orbitals) define the molecular bonding.

clusters and solids, could be achieved considering the simplest case of a single elec-

tron shared by two equivalent nuclei. This scenario is sketched in figure 1.1; two

identical atoms (A and B) are bound together, at a given distance (RAB . The deep-

lying states of the system, are localized about each nuclei (thus, they are referred as

core levels); the states involved in the chemical bonding are referred as valence levels.

The binding electron, is described by the molecular orbitals. A physically appealing

approximation for the wavefunction describing the shared electron (molecular or-

bital), is the linear combination combination of atomic orbitals (LCAO), expressed

as:

Φmo =
φA ± φB√

2
, (1.1)

where Φmo describes a molecular orbital, and φA, φB, are the wavefunctions for

valence states localized at the centers A and B, respectively. The Hamiltonian for

the molecule, in this single-electron approximation, is of the form:

H = T + V (rA) + V (rB) + V (RAB), (1.2)

where V (rA) and V (RB), are the Coulomb interactions between the electron and
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the nuclei, T is the kinetic energy operator, and V (RAB) is the Coulomb interaction

among the nuclei. Therefore the energies for the molecular orbitals are given by the

expression:

Emo =
< φA|H|φA > ± < φB|H|φB > +2 < φA|H|φB >

2± 2 < φA|φB >
≡ EA ± VAB

1± SAB
, (1.3)

where we have used the fact that φA, and φB, represent the same orbitals, but

centered at different positions; and defined the interaction potential

VAB =< φA|H|φB >,

and the orbital overlap

SAB =< φA|φB > .

Therefore, using this simplistic description, one can relate the binding energy to

the overlap between the valence orbitals involved in the bond. The lowest energy

level in Eq. 1.3 is referred as bonding orbital, and that with the highest energy as

antibonding. The symmetries associated to the valence levels, define the orientations

for which the overlap is maximized. This requirement on the overlap, explains the

strongly directional character of the covalent bonding.

For carbon, the ground state atomic configuration in a single-electron (Hartree-

Fock) picture, is: 1s2, 2s2, 2p2. The s− orbitals have spherical symmetry, meanwhile

p− orbitals exhibit elongated shapes. The simplest prescription defining the valence

electrons (un-paired electrons in an open atomic shell), would allow only for two

covalent bonds per carbon atom. However, carbon-based structures display three-

and four-fold coordinated atoms. The stablishment of these covalent bonds, requires

overlap between hybrid orbitals. In figure 1.2, the formation of these hybrid atomic

orbitals for carbon is sketched. The resultant orbitals and related molecular and

solid systems, are depicted in figure 1.3.

The sp hybrid orbitals, are oriented at 180◦, thus they describe the bonding in

linear carbon chains (ethynes). The sp2 hybrids, are 120◦ apart from each other, and

provide an explanation for geometry of three-fold coordinated systems (alkanes, and

graphitic structures). The sp3 hybridization, explains the formation of tetrahedrally
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Figure 1.2: The formation of hybrid orbitals in carbon. The electronic configuration

of the external (n = 2) shell, changes from the ground state (2s22p2), to an excited

(1s2p3), from where the orbital hybridization proceeds.

coordinated structures (alkenes, and diamond), for which the favored angle is 109.5◦.

The type of hybrid orbitals involved in the formation of a given system, is referred

as the hybridization of the system.

For s, p, and the related hybrid orbitals, there are two possible configuration in

which orbital overlap could be achieved. These two arrangements are referred as Σ,

and Π, bonds (see figure 1.4). The sp and sp2 hybridized systems support both Σ

bonds, between the hybrid orbitals, and Π bonds, among the un-hybridized p or-

bitals. For sp3 hybridization, only Σ bonds are possible. Therefore, in sp hybridized

molecules and clusters, up to three electrons could be involved in the bonding with

each neighbor; defining triple bonds. For sp2 hybridization, two electrons may be

shared between neighboring atoms, thus it is possible to have double bonds. Whereas,

in sp3 hybridized systems, only one electron is shared, and one obtains single bonds.

The presence of single, double, or triple bonds in a given system, provides dif-

ferent levels of mechanical strength. Even further; Π bonds usually contribute to

electron delocalization in the system, meanwhile Σ bonds are mainly localized be-

tween the bound atoms. Therefore, the electronic properties of sp, sp2, and sp3

hybridized frameworks, are dramatically different. In this context, let us remark
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Figure 1.3: Representation of the hybrid carbon orbitals. The original s and pz

orbitals are shown at the top of the picture. At the bottom panels, we show molec-

ular and solid state (only possible for sp2 and sp3) representatives for each kind of

hybridization.
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Figure 1.4: Representation of the σ and Π bonds in carbon. The + and - symbols,

represent the sign of the wavefunctions in the respective lobules.

that graphite (an sp2 hybridized system) behaves as a semimetal, whereas diamond

(sp3 hybridization) is a good insulator.

The description presented in this section, constitutes the classical valence-bond

theory for the chemical bonding, as presented in any standard text-book [2]. Be-

sides the many intrinsic drawbacks of this theory (among all, the full neglection of

many-body effects), it provides a very useful classification scheme for carbon-based

structures. Many of the geometrical, mechanical, and electronic properties, of car-

bon materials could be related to the kind of hybridization, and to the presence of Σ

or Π bonds. The rationale underlying the success of such simple model, is the strong

covalent character of carbon-carbon bonds. The discussion of, for instance, covalent

bonds in hydrocarbons, follows the same principles stated for carbon-carbon bonds.

The amazing polymorphism of carbon is, thus related to the possibility of different

types of hybridization.
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1.2 Strain in carbon-based structures.

In the previous section, we have stated that the type of hybridization defines the

optimal bond-angles in carbon-based structures. Reciprocally, the number of near-

est neighbors in the structure (the coordination), defines the type of hybridization

required to stablish the bonds. It would seem, using the simple valence-bond theory

discussed above, that carbon-based structures could display only 180◦, 120◦, and

109.5◦ bond angles. Indeed, the vast majority of hydrocarbons, and carbon-based

materials, displays the geometric, and electronic properties expected for sp, sp2 or

sp3 hybridizations.

However, in various molecules, the C-C bond angles deviate notoriously from

the optimal values expected from their coordination (on the basis of the standard

hybridizations). A major contribution to the understanding of carbon physics, has

been made by chemists (note that nowadays the gap between chemistry and physics

is becoming smaller, but it was not so 20 or 10 years ago). During the past decades,

chemists were synthesizing very exciting hydrocarbons a long time before physicists

became aware of them. In particular, hydrocarbons in which the C-C bond angles

deviate notoriously from the optimal values expected from their coordination (on

the basis of the standard hybridizations analysis), have been synthesized [3–10].

In order to describe the stablishment of covalent bonds at these non-conventional

angles, it is sufficient to construct combinations of atomic orbitals, other than sp,

sp2 or sp3 hybrids; the formation of these novel orbitals is referred as non-standard

hybridization. There are various interesting features associated with non-standard

hybridized molecules. Their cohesive energies are smaller, when compared to those

for conventionally hybridized molecules. Therefore, a significant amount of energy

may be liberated in chemical reactions transforming non-conventional bonds into

normal hybridized ones. This energy difference is referred as strain energy, and the

systems exhibiting non-conventional angles, are referred as strained systems. The

chemical reactivities, an electronic properties, of strained molecules also differ from

those of conventional hydrocarbons; these variations are thus considered to be effects

of the bond strain.

The cubane molecule [3] represents a major breakthrough in the field of strained

22nd June 2005



1.2. Strain in carbon-based structures. 8

molecules. Cubane was the first non-conventional tetra-coordinated bonded hydro-

carbon to be synthesized. This molecule displays large formation energy (about

144Kcal/mol), and strain energy (166Kcal/mol). However, the absence of an easy

path for the transformation towards more stable hydrocarbons, provides the surpris-

ing thermal stability of the cubane molecule, and the molecular cubane solid [11–13];

cubane decomposition occurs only at temperatures above 220 Celsius degrees. From

the purely esthetic point of view, it is interesting to mention that cubane is the

hydrocarbon-realization of a Platonic solid. Following the synthesis of cubane, other

two Platonic hydrocarbons has been synthesized; tetrahedrane [5] (stabilized by using

four tert-butyl substituents), and dodecahedrane [10]. However, the strain energy

and thermal stability of cubane, make this molecule more appealing for further tech-

nological developments. Furthermore, the cubane synthesis could be realized with

high yields; cubane displays the largest strain energy for an hydrocarbon available

at milligram quantities [14].

Strained hydrocarbons, in particular cubane, have been proposed as the basis

for a new generation of propellants and explosives [14–16, 18].

Strained bonds also appear during the structural transformations of graphitic

systems. An strickling example (one that we will mention further during this work),

is the celebrated Stone and Wales transformation, which introduces two heptagon-

pentagon pairs in a perfect hexagonal arrangement [19]. The transition path consist

of a Π
2

rotation of one dimer, during this rotation, the system visits configurations

with strained bonds.

1.2.1 Cubane oligomers

.

From the nanoscience point of view, cubane molecules could be seen as very

strained hydrocarbon clusters. In 1999, Eaton and his co-workers, demonstrated

that cubane molecules could be used as building blocks for polymer chains [17].

The reaction of 1,4-diiodocubane (the cubane molecule with iodine substituents at

the diagonals), with phenyllithium, produces a high yield of 4-phenylcubyl-iodine

(a cubane molecule with a phenyl substituent and a iodine substituent) [17]. The
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Diiodo−bicubyl

DiiodocubaneCubane Dehydrocubane

Figure 1.5: Molecular models for some systems involved in the formation of cubane

oligomers, starting from the simple cubane molecule. The dehydrocubane (cubene)

intermediate state, is highly reactive and is the desired monomer. Diiodo-bicubyl is

the first step in the formation of chains.

1,4-dehydrocubane (cubane with two hydrogen atoms removed from the diagonals,

dubbed cubene), appears as an intermediate state during this reaction. Cubene is

a very reactive system, and it can not be isolated. This dehydrocubane system, is

the precursor for cubane polymerization. The techniques developed by the Eaton’s

group, allow for coupling of dehydrocubanes, first towards the simple diiodo-bicubyl

dimer, and then to chains up to 5-cubane units [17]. In vivo polymerization is hin-

dered by the poor solubility of larger chains. However further improvements in the

synthetic paths may allow for larger polymer chains, made of these cubic hydrocar-

bon clusters. Figure 1.5 depicts some of the systems involved in the formation of

cubyl-cubane chains.

The large electronic band-gap of solid cubane [20], suggest that cubane polymers
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would be transparent in the visible and ultraviolet region of the spectrum. Theoret-

ical investigations on hypothetical polymers made of fully dehydrogenated cubanes,

predict low electronic band gaps for these structures [21]. However, dehydrogenated

cubane networks would be very reactive species, and saturation of the bonds may

lead to a significant increase in the electronic band-gap. A significant amount of

work has to be done in the field of cubane polymerization. From the purely theoreti-

cal point of view, extensive investigations of the mechanical and electronic properties

of cubane oligomers are required, a task that we have partially achieved in this work.

1.3 Curved carbon systems.

Curved surfaces decorated with atoms from the IV group in the periodic table,

such as carbon fullerenes [1] crystals and silicon clathrates [22], have been studied

during the past two decades. The decoration of these surfaces does not require non-

conventional hybridizations; the bond angles remain close to 120◦ (for sp2 networks),

or 109.5◦ (for sp3 hybridization). In order to build positively curved surfaces from

sp2 and sp3 hybridized atoms, the introduction of pentagonal rings is required. In

general, the presence of pentagonal rings posses specific electronic and vibrational

properties. The vast amount of void space in fullerene crystalline packings, suggests

the possibility of doping, thus resulting in changes of the electronic properties [23].

But it is not only the existence of pentagonal rings, usually referred as defects, what

induces electronic changes in graphene sheets. As a matter of fact, many of the

intriguing features of carbon nanotubes (cylindrically rolled graphene layers), and

fullerenes (hollow carbon cages), can be understood in terms of global geometrical

parameters. This is specially true for single walled carbon nanotubes (SWCNT), in

which the diameter and chirality determine whether the system behaves as a semi-

conductor or as a metal [24] (see figure 1.6). This geometrical description constitutes

an amazing work of physics and lead scientists, at the beginning of the 90’s decade,

to propose other novel curved atomic arrangements.

The physico-chemical properties of fullerenes, and SWCNT with small diameters,

are dramatically different from those of graphite. In particular, these novel nano-
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Figure 1.6: Geometrical interpretation of the metallic or semiconductor behavior of

Single Walled carbon Nanotubes. The chiral vector ~ck defines the type of rolling. The

tubule will display metallic behavior when the plane defined by ~ck in the reciprocal

space, contains the point at which the conduction and valence bands of graphene

are in contact (K point). Adapted from ref. [24].

structures have been found to exhibit catalytic activity, for instance in the cracking

of hydrocarbons, whereas graphite is generally regarded as an inert surface. The

increase in the chemical activity is, therefore, related to the curvature of these

systems. As a matter of fact, fullerenes and nanotubes with large diameters, do not

display notorious chemical activity.

From the many possible curved surfaces, minimal surfaces posses particularly

interesting properties. These surfaces are solutions to the Plateau’s problem; and

are the surfaces with minimal area for a given boundary. The mean curvature must

be zero, and the Gaussian curvature negative, for a surface to be minimal. In 1890

H. A. Schwarz solved the Plateau’s problem for skew quadrilateral boundaries. The

Schwarz structures could be periodically repeated in the three spatial directions,

and are thus known as Triply periodic minimal surfaces (TPMS). TPMS display

labyrinthic structures, dividing the space into inter-penetrating subspaces. Following

the ideas of Schwarz, other mathematicians have constructed periodical minimal

surfaces [28]. contour. The topology of various physical systems is described by

minimal surfaces; soap films, zeolites, and liquid crystals, among others.
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In 1991, Mackay and Terrones demonstrated that TPMS could be decorated us-

ing sp2 hybridized carbons [25–27], and gave to those crystals the name of carbon

Schwarzites (see figure1.7). Schwarzites open the possibility of enhanced chemical

activity, preserving mechanical robustness in the three dimensions (note that nan-

otubes are very strong in the axial direction, but the interactions among nanotubes

in a bundle are weak, van der Waals, forces). Various Schwarzite crystals have

been reported in the literature [29–31]; their cohesive energies are within acceptable

ranges (below, or close to, the cohesive energy of the Buckminster fullerene). This

type of materials can be generated by introducing five-, seven-, and eight-membered

rings. Huang, Ching, and Lenosky [32], used a first principle approach to study the

electronic properties of Schwarzite structures comprising only hexagons and hep-

tagons. The purely topological effects on the band structure have been investigated,

solving the single-particle Schrõdinger equation for electrons constrained to move on

the surface [33]. The question regarding the interplay between the topological prop-

erties, the existence of octagonal and heptagonal rings, and the electronic properties

remains unsolved.

Various experimental reports [34–36], suggest that disordered Schwarzite phases

have been synthesized. Schwarzite fragments are also believed to induce magnetism

in all-carbon structures [37, 38]. Extensive studies aimed to the experimental iden-

tification of Schwarzite structures are required. In our work, we have performed

an extensive theoretical study of various Schwarzitic crystals, especially focused in

characterization techniques. Our results should be relevant in the study of novel

negatively curved carbon structures; such as ordered microporous carbons [36], and

spongy carbons [34, 35].

1.4 Inducing structural changes using femtosec-

ond laser irradiation.

By now, we have become aware that both strain and curvature are able to modify

the electronic properties of carbon-based structures. Various possible applications

have been proposed for the novel carbon materials, but a significant amount of work
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(a) (b)

(c) (d)

Figure 1.7: Molecular representations for some Schwarzite crystals. (a) Eight cells

of the balanced P structure. (b) Eight cells of the balanced D structure. (c) Eight

cells of the balanced G structure. (d) The cubic cell of the Schoen IWP-G structure.
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must be carried out in order to witness real industrial applications. One of the most

difficult issues concerning carbon nanostructures is that they can be very sensitive

to symmetry and geometrical defects. For example, the inclusion of pentagonal rings

can induce a transition from semiconducting to metallic behavior in SWCNTs. Is it

possible to manipulate the location of those defects thus changing the local strain?.

Ultrashort (femtosecond) laser pulses, have probed to be convenient tools for

structural modifications at the atomic level [39]. The increase in the electronic

entropy, allows the system to overcome the energetic barriers associated with less

probable configurations [40]. Therefore, laser pulses could induce structural transi-

tions which are very difficult under thermal conditions [40–42].

For carbon-based systems, laser induced fragmentation of fullerenes [43], selective

cap opening in nanotubes [44], and laser graphitization of diamond [45,46], have been

studied. In this work we discuss how the ultrashort laser pulses induce strain release

processes in graphitic systems, in which 5-7-7-5 defects are transformed into 6-6-6-6

rings. We also study the possibility of laser induced fullerene annealing, a possible

path towards more complex carbon structures.

1.5 Scope of this work.

In the main body of this work, we present theoretical results on various carbon

systems using different methods. Chapter 2 deals with polymer chains built from

cubane molecules; their mechanical and electronic properties, and the effects of

doping with functional groups. Chapter 3 is related to Schwarzite structures and

their relation with experimentally synthesized nanoporous carbons. Finally, chapter

4 and 5 are concerned with the use of ultrashort laser pulses for inducing new

structural changes which release strain in the nanostructures, using Stone-Wales type

transformations responsible of annealing heptagon-pentagon pairs within carbon

nano-structures.

The appendices provide more detailed information on the general background on

many-electron systems, suitable methods for describing covalent solids used through-

out this work (Density Functional Theory and Tight binding approximations), and
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the theoretical description of matter-light interactions. The mathematical derivation

of important formulas and related issues used in the main body are also described

in detail in the appendices.
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Chapter 2

Relevant features of functionalized

cubyl-cubane polymers.

Pleased to meet you,

hope you guessed my name

Sympathy For The Devil, The Rolling Stones.

In this chapter we propose novel one- and two- dimensional materials using the

cubane molecule as a building block, and study their electronic and mechanical

properties. The proposed models are crystalline polymers and polymeric networks

simulated as perfectly periodic systems. It is envisaged that these proposed materials

could be used in the construction of nanoelectronic devices.

2.1 Essentials of cubane and cubyl-cubane oligomers.

The cubane molecule, C8H8 (see figure 2.1), was first synthesized in 1964 by the

Eaton’s group [3], and it is still considered a paradigm in highly strained molecules.

The C-C-C bond angles of 90◦ are quite far from the 109.4◦; commonly observed in

stable sp3 hybridized hydrocarbons. A large energy value of about 166 Kcal/mol is

associated with this high strain. Despite this, the molecule remains stable because,

16
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Figure 2.1: The cubane molecule, C8H8.

according to Eaton himself, there is no easy path for the atoms to re-accommodate1.

The relevance of cubane research is best underlined by Eaton’s words : Cubane

is the most highly strained, kinetically stable ring system available in quantity .

We have used it as the source of even more highly strained compounds including

1(9)-homocubene (the most highly twisted olefin), cubene, (the most highly pyrami-

dalized olefin), and such intriguing species as 1,4-dehydrocubane, cubyl cation (the

”least likely” cation), and the cubylcarbinyl radical (the fastest rearranging satu-

rated radical). These have ”record” properties and as such have proven to be of

fundamental importance in developing an understanding of bonding in strained sys-

tems. Therefore, besides the proposed practical applications, most of them related

to the explosive industry, cubane and other related molecules are chemical and phys-

ically interesting system. Indeed the synthesis, again by Eaton’s group, of octani-

trocubane [16,18], believed to be one of the most powerful developing explosives, was

listed in the Chemical Society’s Chemistry magazine as one of the chemistry-related

milestones of the year 2000.

From the theoretical point of view, most of the studies have been on solid cubane

or in the single molecule itself [11, 13, 47, 48]. The molecule has been characterized

1This forbidden path stability mechanism would deserve a larger discussion, but that is far from

the main field of this thesis.
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using different theoretical methods and most of them agree with experimental ob-

servations [49–52]. The C-C distance is of the order of 1.57 Å, C-H distance is of

the order of 1.11 Å, and the C-C vibrational modes are higher than any other hy-

drocarbon mainly due to the strain present on the molecule. The electronic gap has

been calculated to be at least 4.5eV [47] (a value of about 8.3eV is also accepted in

the literature [47]) corresponding to a good insulator with very localized orbitals.

Searching for new paths to increase the available strain energy, Eaton’s group has

developed techniques that allow the polymerization of cubane and the exchange of

hydrogen atoms for electronic enriched groups. The polymerization is an extra bonus

in the cubane chemistry, and synthesis of large cubyl-cubane rods and surface-like

materials has been also carried out by Eaton’s group in a controlled fashion. Rods

as large as 15 Å long have been produced although there are still some problems

related to the solubility of oligomers with more than three units that require the

attachment of extra molecules in the chain [17]. The synthetic path includes the

ability to insert functional groups within the oligomers [17]. We believe that this

process could be a new route for obtaining electronic devices in the nanometric scale,

and this possibility is discussed in the present chapter.

Here we study possible chains and networks made from cubane molecules, with

the inclusion of functional groups. In addition, the electronic properties are shown

to be attached to those of the molecule itself. The introduction of doping groups

allows tuning of those electronic properties.

2.2 One and two dimensional arrays of cubyl-cubane

networks.

Let us first consider a chain of cubyl-cubane units joined along the cube diagonals,

as shown in the first panel of Figure 2.2. Hydrogen atoms have been removed at

both sides of this diagonal in order to allow for the intercage C-C carbon bond2.

2The resulting radical anion is referred in the literature as 1-4 dehydrocubane [17]. However,

throughout our discussion we will refer to this building blocks as cubanes or cubyl-cubanes, except
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(a)

(b)

(c)

Figure 2.2: Proposed linear cubyl chains models. (a) Joining through the cube

diagonal. (b): Ladder configuration. (c): With rotated cubyl units.

If the chain is large enough, it can be considered as a one dimensional periodic

system in which the unit cell comprises only of one cubyl unit. This primitive cell

is rather small and it is possible to study the electronic properties of the large chain

within DFT theory without severe computational burden. The question of whether

the crystalline approximation is valid for reasonably sized systems will be addressed

in section 2.3.

For this study we have chosen a plane wave approach using pseudopotentials.

The exchange-correlation energy is treated within the Perdew-Wang Generalized

Gradient Approximation (PW91) scheme [57], pseudopotentials were of the Ultrasoft

Vanderbilt kind [58]. Kinetic energy cutoffs of 20 Ry for the wavefunctions and 120

Ry for the charge densities were used, respectively. This level of theory is accurate

enough for the description of the geometry, electronic properties and vibrational

when there is place for confusion.
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spectra of the cubane molecule. By performing a local minimization of the C8H8

molecule, we have found C-C distances of 1.571 Å, C-H distances of 1.098 Å, C-C-C

bond angles of 90◦, and C-C-H bond angles of 125.3◦, that are in good agreement

with other theoretical approximations and experimental data [3, 47]. These results

will be used for comparison with the proposed models. Although symmetry was not

imposed during the relaxation procedure, we have found only minor deviations from

the full cubic symmetry represented by tiny dispersions around the mean angles

and distances (0.0002 Å for C-C distances, 0.015◦ for C-C-C bond angles an 0.1◦ for

C-C-H bond angles).

Let us now consider the polymerization of cubyl molecules, and how the chain

properties are modified when compared to the isolated molecule. We set up our

model polymer assuming cubyl-cubane symmetry to be the same as that of the

cubane molecule: i.e. we have used perfectly cubic building blocks. The lattice

parameter is initialized at a value for which the intercage C-C bond is close to

lengths of the intra-cage bonds. Relaxation of the model to the local minimum is

achieved varying the lattice parameter and internal coordinates (using the Broyden-

Goldfarb-Shanno, BFGS [60], method)3. Total Energies per atom were converged

up to 0.01eV, a criteria that was kept during the remaining calculations.

The final geometry, depicted in figure 2.2, corresponds to a chain with periodicity

of co = 4.2Å (co is the lattice parameter) . The intercage bond is significatively

shorter that the cage-bonds (1.462 Å vs. 1.567 Å and 1.581 Å) meaning that this

cubyl-cubyl bond is stronger than the bonds within the molecule itself. This inter-

cage bond makes an angle of 125.6◦ with the neighboring C-C bonds (from now on

referred as the α-positioned bonds, in the usual chemical notation), i.e. fairly the

same value corresponding to the C-C-H bonds. The connection is, therefore, made

smoothly along the cube diagonals.

Setting this rather strong bond requires accommodation of the cubyl units, as

the shared atoms (those forming the inter-cage bond) can be thought to be pulled

towards each other. The six cage bonds at α-positions with the intercage bond are

3Eight special k-points were used in this step for sampling the Brillouin Zone. This number

was proven to assure good convergence both in energies and forces.
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longer than those far apart from that bond (those are the 1.567Å and 1.581Å bonds

previously mentioned). The angles between two α-positioned bonds shift towards

90.5◦ with a consistent shift in the opposite angles in the same cube face to 80.5◦,

all the remaining bonds stay near their original 90◦ value. C-H distances and C-C-H

angles remain unchanged by the intercage bonding. All these changes are consistent

with the image of pulling the cubyl blocks through the diagonal, and the rather small

changes from the cubane structure reflects the mechanical strength of the cubane

unit. Despite the differences in the corresponding theoretical framework, the results

are also consistent with our calculations on cubyl-cubane oligomers [59],

It is interesting to have a measure of the mechanical strength of the whole chain.

For this we have defined an elastic constant that is the measure of the curvature in

the Energy vs. deformation curve (see figure 2.3)K = d2E
dς2
, where ς = c/co. This

definition yields a value of K =191 eV for the simple cubyl chain, meaning that a

large amount of energy is needed to stretch the chain. In order to rationalize this

number, a large cubyl rod would exhibit a Young modulus between 200-400 GPa

in the axial direction, depending on the definition of the cross section (i.e. on the

actual experimental setup). The strength under bending will be addressed later in

the context of finite size effects.

This kind of straight chain is not the only one that can be made from the cubyl

units. In our study on cubyl-cubane oligomers [59], we have also examined ladder-

like connections in which the chain axis does not coincide with one of the cube

diagonals [59]. Extrapolation of this kind of oligomers leads to the model depicted

in the second panel of figure 2.2. In this case, we have two cubyl units per cell and

the chain axis lies parallel to one of the cube faces. We have performed the same

relaxation procedure mentioned above, but using half the number of k-points. The

final structure posses a lattice parameter of ao = 6.85, and an intercage bond of

1.471 Å . Besides the intercage bond, the ladder-like chains exhibit three kinds of

intracubyl bonds: (i) α-positioned bonds performing 1.580Å lengths;

(ii) Bonds lying parallel to the chain axes and located far from the intercage

bond, performing 1.569Å lengths;

(iii) Bonds lying perpendicular to the chain axis and located far from the in-
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Figure 2.3: Energy vs. deformation curves for the straight cubyl chain (a),the ladder-

like chain (b), and BFGS relaxation path for the staggered configuration of cubyl

units. The reference “0” energy is the optimal energy for each model.
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tercage bond , performing 1.567Å lenghts;

Therefore we can confirm that α-positioned bonds get stretched during the onset

of the inter-cubyl one. Bond angles between inter-cage and α-positioned bonds,

inter-cage bonds are shifted to 89.5◦, a shift that is compensated by rearrangement of

the other C-C-C angles that remain closer to 90◦. This is consistent with the “pulling

the diagonal” effect, the difference being that now we are pulling an “accordion”.

These results are also consistent with our results on stair-like oligomers [59]. The

shape of the Energy vs. deformation curve (see figure 2.3) makes it rather difficult

to define a simple elastic constant as we did for the straight chain, but it is clear

from the curve that this model would be mechanically softer.

It is remarkable that the binding energies, defined as the difference between the

chain energy and the atomic energies Eb = Echain − Eatoms, per cubyl unit of these

two models are mainly the same Eb = 89.6 eV, thus demonstrating that the binding

energy is mainly determined by the inter-cubyl bond rather than by the detailed

chain structure; also signaling the strong molecular character of these chains.

It is also possible to figure out a chain whereby the C-H bonds are no longer

in the eclipsed configuration, but in an staggered configuration (as in the ethane

molecule). This model was also treated (see figure 2.2) using the same theory level,

and it was found to lie in a very unstable patch of the Potential Energy Surface,

so that the BFGS relaxation resulted in a stable eclipsed chain (see figure 2.3);

that is just the same straight chain we discussed above. The barrier for rotation is

rather small (about 0.15 eV), therefore rotation of cubyl-cubane monomers could

be expected to occur in cubyl-cubane polymers, a fact that is recognized in the

experimental literature [17]. Neither the mechanical strength nor the electronic

properties depend strongly upon the relative orientation of the C-H bonds, and we

will use for our discussion the eclipsed configuration.

Before analyzing the electronic properties of the cubyl chain, let us introduce the

two dimensional network of cubyl-cubane units shown in figure 2.4. The primitive

vectors of this structure lie parallel to two cube diagonals, forming an oblique lattice,

whose Brillouin zone is also shown in figure 2.4. We performed the lattice vector

and internal coordinates relaxation. Taking advantage of the system symmetry, we
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Figure 2.4: A two dimensional cubyl network (a) and its corresponding Brillouin

zone (b).

have considered that the two lattice vectors have always the same length, ao. This

procedure leads us to a model with ao = 4.23 and a geometry with four different C-C

bond lengths: 1.449Å for the intercage bond, 1.60Å for the cubyl bonds α-positioned

with respect to two intercage bonds, 1.579Å for bonds α-positioned only with one

intercage bond and 1.555Å for bonds far from the intercage bonds. Meanwhile for

1D cases, the C-H bonds remained unchanged; now these bonds are slightly affected

by the network setup. A minor compression of the C-H bond length to 1.097Å

comes together with distortion of C-C-H angles. Whenever the C-C bonds include

one of the shared atoms, C-C-H angles shift to 124◦, otherwise they shift to 125.1◦.

The inter-cubyl angles also exhibit a larger distortion than in the 1D cases: angles

including a bond far from the inter-cage shift to 90.8◦ with a consequent shift of

the opposite angles towards 89.2◦. Of course, these changes are still small, and the

cubyl structure remains very near to that of the perfect cubane molecule.

The positive curvature of the energy as a function of the area is indicative of

the 2D network stability. Defining now an elastic constant using the curvature of

the energy vs. area plot (see figure2.5 ): K ′ = d2E
dσ2 , where σ = a/a0, we obtained

K ′ = 108 eV, which is related to the energy delivered by the system when the

network is subject to an isotropic deformation along the unit cell vectors. Under

orthorhombic deformations of the lattice vectors, it is observed that the energy is

well fitted by a quadratic function E = Eo+ 1
2
Cz2, where the deformation parameter
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Figure 2.5: Energy vs. isometric deformation for the bidimensional cubyl network.

The reference “0” energy is the minimum energy.

is related to the ratio between the lengths of the basis vectors in the plane: z = 1− a
c

and the constant C = 74.38 eV, thus showing that the system is stable under this

non isometric strain.

Table 2.1 summarizes the most significative geometrical parameters obtained

for these models, i.e. the C-C bond distances, In the table we also report result for

cubyl-cubane oligomers, that will be discussed in the next section.

2.2.1 Vibrational spectra

Further confirmation of the mechanical stability of a system can be achieved by

calculating the vibrational spectra: stable systems will exhibit only positive vibra-

tional frequencies. We have performed such calculations within the DFT pertur-

bation theory scheme, first in the Γ point (localized, in phase vibrations) and then

in the X point (counter-phase vibrations). The reliability of our calculations for

the vibrational spectra was confirmed by previous calculations on the vibrations for

the cubane molecule. The above mentioned minor deviations from the full cubic

symmetry in the calculated geometry, lead to degeneracy removal in the expected

18 vibrational modes. Nevertheless, both symmetries and frequencies are in very
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Species Intercage (Å) 1α -pos (Å) 2α -pos (Å) far⊥ (Å) far‖ ao (Å) )

2C 1.483Å 1.565Å ... ... 1.560Å ...

3C 1.487Å 1.570Å ... 1.560Å 1.560Å ...

4C 1.476Å 1.579Å ... 1.569Å 1.569Å ...

stair model 1.471Å 1.580Å ... 1.569Å 1.567Å 6.85Å

straight model 1.462Å 1.581Å ... ... 1.567Å 4.20Å

2x2 1.479Å 1.577Å 1.609Å ... 1.570Å ...

3x2 1.478Å 1.578Å 1.609Å ... 1.563Å ...

4x2 1.487Å 1.564Å 1.582Å ... 1.557Å ...

3x3 1.478Å 1.577Å 1.587Å ... 1.568Å ...

network 1.449Å 1.579Å 1.600Å ... 1.555Å 4.23Å

Table 2.1: C-C bond lenghts in the chain and network models. 1α -pos Å and 2α -pos Å stands for bonds at α positions with 1 or

2 intercage bonds, when it applies. far‖ and far for bonds far⊥ from the intercage bond parallel or perpendicular to the chain axis,

when this concept applies otherwise we report the value as far(par). Values for linear oligomers with 2,3 and 4 cubyl units (2C, 3C

and 4C respectively) and for a 2x2, 3x2 4x2 and 3x3 planar oligomers are reported in order to follow the evolution of the structure

with size. For the sake of comparison: the calculated C-C bond in the cubane molecule was 1.571Å
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Figure 2.6: Left Panel: Vibrational spectra (Γpoint) for the 2D network (top) , 1D

chain(middle) and isolated cubane molecule (bottom). Right panel: vibrations at

the X point for the 2D network (top) and 1D chain (middle).
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good agreement with other theoretical and experimental reports [12, 47].

The first remarkable result is that, neglecting the first three spurious modes

coming from the coupling with the periodic images in the simulation box, the vibra-

tions confirmed the mechanical stability of our chains and networks. Secondly, it is

interesting to note that most of the vibrations preserve their molecular character,

revealing very little dispersion (only small differences between the Γ and X counter-

parts were observed). As expected, this is specially true for the high energy optical

modes, corresponding to C-H bond stretching.

Let us first analyze the modes intrinsically associated with the chain formation,

later we will discuss those that reveal an strong molecular character. For the linear

chain, the acoustic mode is, at Γ, the in-phase rotation of cubyl units around the

chain axis; this mode shifts towards 136 cm−1 at the X point developing a signi-

ficative dispersion. Coupled rotations in a plane perpendicular to the chain axis

are the first optical modes with frequencies around 380 cm−1 at Γ and 152 cm−1

and 159 cm−1 at X, being the most dispersive of all the calculated modes. Finally,

another mode comprising the intercage bond stretching appears around 1350cm−1

at Γ and disperses to 1450cm−1 at X. All of these chain modes involve only slight

changes in the cubyl geometry.

For the less dispersive modes, we have that the breathing mode (that in the

cubane molecule appears around 1008cm−1 ) are hindered by the intercage bond, and

its strength is fragmented in rather complex molecular expansions and compressions

(half breaths), C-C-C bending modes (600 and 650cm−1 in the molecule) are slightly

blue shifted, meanwhile C-C stretching (around 800, 850 and 900cm−1 ) and C-C-H

bending modes (up to 1222 cm−1 ) get red shifted. All of these models exhibit low

dispersion, as expected from their molecular character

The two acoustic modes in the cubyl network come from cubyl motion both out-

and in-plane. This kind of modes exhibit a large dispersion going towards 234 cm−1

and 246 cm−1, respectively. The first optical modes are rotation modes, which can

be around any one of two axis: one in-plane and the other perpendicular to the

network. These modes lie around 299 cm−1, 460 cm−1 and 560 cm−1, respectively

(left top in Fig. 2.6) at Γ and exhibit a significative dispersion going to 193 cm−1,
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414 cm−1 and 415 cm−1 at the X point. Again there is a peak associated with

strong atomic motions along the network axes (cube diagonals) which lies around

1278 cm−1 and shifts towards 1350 cm−1 at the X point.

Concerning the molecular-like modes of the 2D-network, we have observed some

C-C stretching modes shifted to the 900 cm−1 region, and some C-C-H bending

modes shifted to the 1000 cm−1 region increasing the vibrational density of states

(vdos) between 900-1000 cm−1. C-H stretching modes are also red shifted in this

case.

In summary: vibrational spectra confirms the mechanical stability of these mod-

els, pure chain and network vibrations exhibit significant dispersion. Still , the

spectra is dominated by the single molecule behavior, with only minor modifica-

tions, revealing the very molecular character of this models.

2.2.2 Electronic Properties

The electronic band structures of the different cubane systems are shown in Fig. 2.7,

and the corresponding density of states for the lowest energy configuration is de-

picted in Fig. 2.8. In Fig. 2.7, the band structure of the different cubane networks

is compared with the electronic levels of the single cubane molecule. As expected,

there is a clearcut change of the electronic gaps, from 5.43 eV for HOMO-LUMO gap

of the cubane molecule, to a 4.87 eV band gap for the 1D cubyl chain, and a 3.78 eV

band gap for the 2D network. As expected, the results indicate that dimensionality

contributes to the electronic delocalization.

An increase in the band structure curvature as function of dimensionality is

clearly noticeable, both in the valence and in the conduction bands. This increase

implies a decrease of the effective electron mass, especially close to the Fermi level.

The lower electronic level retains its molecular character, as can be seen from the

very low dispersion of the band structure. This is also true for other electronic

bands ( Figs. 2.7 and 2.8), in particular for the first virtual modes of the 1-D chain.

This means that electronic conduction would be rather difficult, even promoting

electrons across the large band gap (for the sake of comparison: the calculated

value for diamond in the same theory level is about 4.1 eV). In the two dimensional
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Figure 2.7: Electronic band structure for an individual cubyl chain (middle panel),

and a network (right panel) compared to the electronic levels of the cubane molecule

(left panel). The special points in the First Brillouin Zone of the two dimensional

network are depicted in Fig. 2.4. E = 0 always corresponds to the highest occupied

energy level.
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Figure 2.8: Electronic density of states for the cubane molecule (bottom), the cubyl

chain (middle) and the cubyl 2D network (top). The zero level of energy is the Fermi

level, defined to be in the middle of the gap. Shadowing indicates occupied states.

network we have an indirect gap and a larger dispersion at the Γ point for the

first virtual electronic states. We find much more valence states available near the

Fermi energy, which also increases the surrounding density of states (Fig. 2.8) .

Inclusion of dopants or functional groups within the chain and/or network could

lead to semiconductor character, and even to metallic behavior, according to our

calculations [61], as we will see below.

2.3 Building networks with cubane units: Finite

size effects.

Perfect periodicity is only an approximation to treat a real problem with a large

number of atoms. However this assumption, simplifies the problem both concep-

tually and computationally and often yields to qualitatively correct results. It is,
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therefore, important to check the validity of this approximation for real oligomers.

Within this context, we will focus now on effects arising from the finite size of

cubyl-cubane chains.

Let us first consider the results summarized on Table 2.1, in which the geometry

of various oligomers can be compared to that of the crystalline polymer. Most of

the calculations reported for the oligomers were carried out by Barbara Herrera [59],

at the Pontificia Universidad Catolica de Chile as part of our collaboration project.

These calculations were performed using the hybrid B3LYP [62,63] functional and a

Gaussian basis set (6-311G**) with the Gaussian 98 code [64]. It is remarkable that

trends in the reported ladder-like oligomers coincide quite well with the infinite stair-

like model described above, demonstrating that the geometry is already converging

to that of an infinite crystal model even for a small number of monomers (the

largest linear oligomer discussed in ref [59] has only 4 units). The same is true

for the surface-like oligomers, although in those cases the convergence seems to be

slower.

Now we focus on the electronic properties of the oligomers. Full DFT calculations

for an increasing number of monomers are considerably expensive. In order to

avoid these costly computations, we performed tight-binding calculations using the

Pettifor parametrization for hydrocarbons [65]. This tight-binding approach allows

us to treat a larger number of cubyl units retaining an adequate description of the

electronic properties.

A series of hydrogen saturated oligomers was constructed, using the relaxed

building block of the straight chain model. The evolution of the electronic densities

of states (e-DOS) as the number of cubyl-cubane units increases is shown in Fig 2.9.

The electronic properties reach the crystalline limit for oligomers comprising about

five cubyl-cubane units. This rather small size lies well within the capabilities of the

reported synthetic paths [17].

The calculations performed by Herrera [59] showed that the evolution of Electron

Affinities (EA) and Ionization Potential (IP) with increasing oligomer sizes can be

accurately fitted to power laws of the form [66]:
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Figure 2.9: Electronic density of states (e− dos) for cubyl-cubane oligomers, calcu-

lated within a tight-binding approach. Continuous line: chain of 10 cubyl-cubane

units; dotted line: 5 cubyl-cubane units; dashed line: one single cubane molecule.

The small changes between the 5 and 10 units chains imply that these oligomers are

rapidly approaching the 1D crystalline polymer behavior. The zero energy level is

the highest occupied energy level in each case.
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IP (n) = IP (∞) + AIPn
−1/3 (2.1)

and

EA(n) = EA(∞) + AEAn
−1/3, (2.2)

where the constants AEA and AIP arise from the screening effects in these finite

systems [66], The corresponding limiting values are EA=0.03eV and IP=4.58 eV.

Those values may be regarded as the limits of the corresponding properties for an

infinite number of monomers (infinite polymer). Therefore it is relevant to compare

these results with the corresponding values using our periodic models (the infinite

case ionization potential must be compared with the system’s Work Function (W )

). In quantum chemical calculations with localized basis sets, as those reported in

[59], the potentials can be calculated using the approximations:

EA = −ELUMO and IP = −EHOMO

In our plane waves calculations the Kohn-Sham potential (VKS ) does not vanish

in vacuum and the energy associated with an isolated electron is given by a vacuum

level

Vvac = VKS(R→∞)

where R is the distance from the reference point to any atom in the system.

Therefore, within the same approximations, we have

W = Vvac − EHOMO (2.3)

and

EA = Vvac − ELUMO (2.4)

The farest possible distance to take as the vacuum level is half the distance

between periodic images, i.e. half of the simulation cell parameter in the direction

perpendicular to the growing plane (plane perpendicular to the growing axes) in the

case of the 2D network (one dimensional chains). The vacuum level converges more
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Figure 2.10: The planar average of the Kohn-Sham potential in the direction per-

pendicular to a 2D cubane network. The vacuum level is the value of this potential

in the middle of the cell.

slowly with the empty simulation cell space than the geometries and band structures.

We have performed self consistent calculations using the optimized geometries and

larger empty spaces to obtain well converged values for Vvac. As shown in fig. 2.10

for the 2D network; a perpendicular distance of six times the a0 cell parameter is

enough to get well converged value.

Table 2.2 shows the results for these electronic properties. The band gap of the

crystalline polymers, and HOMO-LUMO gap for the cubyl-cubane oligomers, are

also reported in Table 2.2. The values correspond to our plane wave pseudopotentials

calculations, and the Gaussian basis-set calculations performed by Herrera [59],

respectively.

The first outstanding feature in Table 2.2 is the sensitive difference between

the gaps calculated with the two methods, due to the well known deficiencies of

DFT calculations to extract exact values for electronic band gaps. The Ionization

Potential for the cubane molecule is clearly less sensitive to the actual model, because
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cubane(a) cubane(b) Inf. limit(b) 1D chain (a) 2D network(b)

EA(eV) 0.64 1.58 0.03 0.52 0.76

IP(eV) 6.07 6.84 4.58 5.30 4.74

Gap(eV) 5.43 8.44 4.59 4.87 3.78

Table 2.2: Comparison between the limiting values of the electronic properties re-

ported in ref [59] and our corresponding crystal models. Label (a) stands for our

plane waves calculations with the PW91 exchange-correlation. Label (b) stands for

the B3LYP localized basis set calculations performed by Herrera [59]. Values for the

isolated cubane molecule are also reported.

the interpretation of the exact DFT HOMO level as the Ionization Potential has a

real physical basis. It is also clear that the band gap reduction between the isolated

molecule and the infinite limit is quite more dramatical than the reduction obtained

with the 1D and 2D models; the same being true for the changes in the remaining

properties. Increasing the dimensionality in our crystalline polymer models (1D vs

2D) results in values closer to the infinite monomers limit. Therefore, it is very likely

that the differences are not only due to the use of different DFT flavors; the infinite

monomers limit may correspond to the properties of a 3D bulk material (e.g. the

super-cubane structure [67]) rather than to a 1D or 2D polymer.

Until now we have considered only straight cubyl-cubane rods. Now we consider

the effects related to bending of the above discussed cubyl-cubane oligomers. For this

purpose, we have altered the finite chains by rotating each cubyl unit by an angle φ

with respect to the previous one, preserving the cubyl geometries and intercage bond

lengths. We have considered angles below 10◦. Energetic and electronic properties

of these altered chains were studied within the same tight-binding approach as in

the previous step. In all these cases, the strain energy associated to this kind of

bending increases quadratically with the bending angle φ, so that the associated

elastic constants

Kbend =
1

2

d2Ecu
strain

dφ2

where Ecu
strain is the strain energy per cubyl-cubane unit, are always positive (see
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the left part of Fig. 2.11). It is also interesting to notice that the electronic density

of states is only slightly sensitive to the chain curvature, as seen on the right side of

Fig 2.11. For larger bending angles, larger effects on the electronic properties may

arise.

In summary, the calculated geometrical parameters and electronic properties con-

verge rather fast as function of the oligomers size. Therefore, the perfect crystalline

polymer model can provide a good description for real oligomers with realizable

sizes.

2.4 Effects of functionalization on electronic prop-

erties.

In the previous section we have seen that a polymer formed by cubane molecules is

an strong insulator with electronic band gap of about 83% of the HOMO-LUMO gap

of the cubane molecule (4.5eV and 5.4 eV respectively). It was also demonstrated

that the electronic properties of cubyl-cubane oligomers approach the infinite chain

behavior within reasonable oligomers sizes (about five units). Therefore, properties

predicted for perfectly periodic systems could be obtained in finite systems, and

further calculations on long chains are not required.

Now we will explore the possibility of manipulating the electronic properties by

doping the system. The electronic properties of the doped models are studied within

the same DFT framework used for the pristine models.

First let us consider carbon based functional groups, particularly alkyne chains

(ethyne and diethyne radical anions) and benzene rings (the radical anion benzyne).

The selection of these functional groups was based on the following:

(i) Chemical paths leading to various ethyne-bridged oligomers and polymers

have been reported [68–72].

(ii) Intercalation of alkyne spacers within the cubane framework, leading to an

expanded cubane molecule, has also been realized [73].

(iii) The alkyne chains exhibit a triple bonded character and a sp hybridization.

The mixing of this sp hybridized chains with the mostly sp3 cubyl units, can be
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Figure 2.11: Effect of the chain deflection on the energy and electronic properties of

cubyl-cubane oligomers. Upper panel: elastic stiffness against bending, as function

of the number of cubane units. Lower panel: electronic density of states for a 14-

units oligomer before and after bending; the black line corresponds to the straight

rod, and the red line to a 10◦ bent rod.
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expected to lead to sensitive changes in the e-dos and, specifically, to a decrease in

the electronic band gap.

(iv) Iodine terminated cubyl-cubane dimers with benzyne intercalation ( p-bis(4-

iodocubyl)benzene ) can be produced with high yields (about 70%) as part of the

oligomerization reaction [17]. Iodine terminals are key factors in the polymerization

process, therefore benzyne intercalated rods could be synthesized [17].

(v) Benzyne exhibits delocalized electronic states, a Π bonding character and a

sp2 hybridization. Therefore, benzene inclusions may help to the electronic delocal-

ization in the system, resulting in the reduction of the band gap.

In order to check the validity of the stated suggestions regarding the electronic

properties, we have constructed ethyne-, benzyne-, and diethyne-bridged models

(Fig. 2.12). On these novel polymers, we have performed the geometrical relaxation

procedure described in the previous section, and studied the corresponding electronic

properties.

We are not going into the detailed description of the output geometries, they are

only slightly distorted with respect to the cubyl chain configuration (Fig. 2.12). The

most relevant geometrical parameters - v.gr., the lengths of the bonds between the

cubyl-cubane cages and the linkers, the ethyne bond length, the benzyne ring bond

length and the lattice parameters - are reported in table 2.3. These structures are

also mechanically stable, at least under axial stresses, and from their corresponding

E vs ao curves it is possible to define an elastic constant just in the same way we

did for the straight chain. The values of these constants are: 441eV (ao = 6.85 Å)

for one ethyl inclusion, 305eV for diethyne inclusion (ao = 9.41 Å) and 225eV for

the benzyne inclusion(ao = 8.58 Å), meaning that it is harder to stretch these

structures than the original straight chain. We believe that this increase in the

stretching energy is due to the fact that the carbon-carbon bonds between the cubyl

units and the included molecules are stronger than the original intercage bond. As

a matter of fact, one can see in table 2.3 that in the structures containing one and

two alkynated species the cubyl-alkyne C-C bond (performing 1.418 Å and 1.412 Å)

is shorter than the corresponding intercage bond in the straight cubyl chain. For

benzyne, this distance is a little larger (1.481 Å) but the rigidity of the benzyne
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Figure 2.12: Cubyl-cubane chains bridged by: (a) Ethyne, (b) Benzyne, and (c)

diethyne radical groups. The reference points X1 and X2 signaling the extremes of

the radical groups are shown in each case.
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Doping Cub-X1 [Å] Cub-X2 [Å] X12 [Å] Alat [Å] bW [eV] K(eV)

C2 1.418 1.418 1.227 6.85 0.43 441

2-C2 1.412 1.412 1.232 9.41 0.33 305

benzyne 1.481 1.481 1.406 8.59 0.38 225

N2 1.413 1.413 1.268 6.22 0.11 246

NO 1.372 1.404 1.416 6.12 0.055 180

NS 1.391 1.751 1.644 6.62 0.048 158

Table 2.3: Distances and energetics of the lowest polymer unit cells considered in

this work. X1 denotes the first atom on the linker group and X2 the last one (Fig.

2.12). X12 is a relevant length of the linker group: the ethyne bond length, the

bond length in the benzyne ring, the N-N, N-O, and N-S distances respectively.

bW corresponds to the valence bandwidth. The elastic constant K = d2E
dζ2 where

ζ = a/a0 is the deformation along the chain axis.

bonds (performing 1.406 Å) lenghts, contributes to the overall strength.

Therefore, the inclusion of this hydrocarbon groups does not compromise the

mechanical strength of the cubyl chains. We now focus on the electronic properties.

Figure 2.13 depicts the band dispersion and electronic densities of states of these

model polymers. The effects of doping can be stated from the comparison between

these doped chains and the pristine model (figures 2.8 and 2.7 ). The lower states

remain almost unchanged, preserving their molecular (almost no dispersion) charac-

ter. The dispersive occupied states are also very similar to their counterparts in the

straight chain. A clear gap reduction occurs with the inclusion of alkyne chains and

benzyne, this reduction arises from the presence of little dispersive states within

the straight chain gap, near the top of the valence band and the bottom of the

conduction band. Inclusion of alkenes and benzyne does not modify the molecular

character of the band structure. Most of the modifications in this aspect are related

to the formation of a 1-D solid.

Electronic band gaps are still large: over 3.37 eV, and we must recall that our

model underestimates the diamond band gap which is about 4.1 eV in the same
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theory level. The widths of the valence bands are rather small (around 0.4eV).

These model polymers, thus, perform large effective masses. Indeed, the effective

masses measured at the top of the valence band are -1.49me, -1.22me and -1.12 me

for ethyne- benzyne- and diethyne- bridged polymers, respectively.

Now let us see how the same kind of doping operates in the two dimensional

chains. We have excluded the benzyne molecule, because it does not seem to perform

better than the simple alkyne chains and requires more computational effort. The

intercalation of alkyne chains results in a rather significant decrease of the band gap,

again related to the presence of intermediate states, but now those states exhibit a

significant band dispersion. The systems can be regarded as a real semiconductor

with an indirect (Γ to L) band gap (Fig. 2.14). Note that a typical measure for

the Hubbard contribution to the e-e interaction is the width of the valence band;

therfore the increase in the electronic dispersion should be reflected in an increase

of the e-e interaction.

Concerning the mechanical stability, it is again possible to define elastic constants

from the Energy vs. area curves, performing K ′ = 106 eV for ethyne inclusions and

K ′ = 170 eV for diethyne. The trends in the elastic properties are, thus, similar as

those shown by the one dimensional chains.

An step forward consist in the introduction of different electronically rich sys-

tems. In this context, we have considered doping with nitryl groups (N2), oxynitryl

(NO) and sulfunitryl (NS). Cubane molecules with hydrogen substituted by nitrogen

rich groups have been synthesized [16] and, thus, chemical reaction paths leading to

nitryl bridged polymeric chains may be available in the near future. Optimization of

the models proceeds in the same way that for the other structures. In order to fulfill

our energy convergence criteria, stated at the beginning of this section, we have used

kinetic energy cutoffs of 30 Ry for NO 34Ry for NS, and 10 special k-points in the

1D-Brillouin zone.

For one dimensional cases, this doping procedure still produces mechanically sta-

ble models. The inclusion of N2 produces only minor changes to the cubyl geometry,

similar to the hydrocarbon molecules cases. For NO and NS groups, the cubyl unit

is strongly pulled by the doping group. As consequence of this pulling, some of the
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Figure 2.13: Electronic properties (left:band structures, and right: e-dos) for poly-

cubanes with hydrocarbon molecules as dopants. (a) Ethyne-bridged polymers,

(b)benzyne-bridged polymers and (c) diethyne-bridged polymers. The Fermi level

is located E = 0. Occupied states are shadowed in the e-dos.
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Figure 2.14: Electronic properties (left:band structures, and right:e-dos) for poly-

cubane networks with alkyne molecules as dopants. (a) is for the ethyne bridged

network , (b) for diethyne bridging.

cubyl-cage bonds get elongated. Polymers bridged with NO exhibit C-C bonds as

large as 1.62 Å in the cubyl-cubane cages. Similarly, for NS doping, bonds up to

1.61 Å length are present. The average bond length is always very close to 1.573 Å

(fluctuations around 0.05Å), which is similar to the value for the cubane molecule,

and to the average value in the straight chains. Again, the most relevant geometrical

parameters can be found in Table 2.3 (some others are reported in figure 2.15).

For nitrogen containing dopants, the polymer main axis is no longer aligned

with the cubyl-cubane diagonal (Fig 2.15), as it was the case for ethyne and benzyne

bridging (Fig 2.12). The angles between the growth axis and the cubane diagonal are

5.1◦, for N2, 7.5◦,for NS, and 8.4◦ for NO linkers. The respective lattice parameters

reflect the linear addition of the bridging groups, as in the case of alkyne inclusions.

Nitrogen contains lone-pair electrons which are good electron donors, so one

could expect it to provide useful chemical and electronic properties. As a matter of

fact, and as can be seen from figures 2.16 and 2.17, the modifications in the band

structure and density of states lead by the N2 inclusion are quite more significant

than those lead by the C2 doping. There is a noticeable broadening of the e-dos

near the HOMO level, and also a very well defined peak in the conduction region
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Figure 2.15: Molecular models of polycubanes containing C2, N2, NO and NS

molecules as dopants. Black spheres represent Nitrogen atoms, pale gray and light

gray spheres represent Oxygen and Sulphur atoms, respectively.
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Figure 2.16: Electronic density of states of polycubanes with C2, N2, NO and NS

molecules as dopants. The Fermi Level is at E = 0. Occupied states are shadowed.

which helps closing the band gap. The latter reaches now 2.43eV. However, the

effective masses in both the valence and the first conduction region are very large:

-6.99me and 2.62me respectively (calculated at the top of the valence band, and

at the bottom of the first conduction band). N2 doped polycubanes would exhibit

semiconductor behavior. The observed splitting of the valence band may show

relevant in the electron-phonon interaction. Although the elastic constant for the

N2 bridged polymer is a slightly smaller, when compared to the alkyne case, is still

very strong.

The polymers resulting from doping with NO and NS are gap-less. The con-

duction band is half-filled, as depicted in Figs. 2.16 2.17 . Very little dispersion is

observed in the conduction band, consequently, effective masses are even larger than

for the remaining models (17.2me for NS and 16.38me for NO). The appearance of

a non-symmetric group helps the formation of a conjugated polymer with metallic
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dopants.

22nd June 2005



2.4. Effects of functionalization on electronic properties. 48

properties. A synthesized NS chain polymer was the first metallic polymer reported

in the literature [74] with alternate bonding and with unequal bond lengths. This

feature is also present in the polycubanes with NS and NO doping. The elastic con-

stants for NS and NO containing polycubanes are smaller than in the remaining

models.

The electronic properties can be better characterized by looking at the last occu-

pied Kohn-Sham state (HOMO) as shown in Fig 2.18. The behavior on every system

is rather different. In the case of C2, the appearance of π bonding is dominating this

state; the charge is shared between the ethyne bonding and the α positioned bonds.

N2, NO and NS doped polymers exhibit very localized orbitals centered on the in-

cluded functional group, providing more electronic density to the atoms joining the

cubanes. When electrons get excited, they occupy the LUMO orbital (the case of

N2 and C2 doping), or get promoted to the second conduction band (the case of

NO and NS) represented in Fig 2.19. As it was the case for the HOMO orbital, the

behavior is rather different depending on the doping. For C2 enriched polycubanes,

the charge is localized around the π bond formed by the ethyne group, but also in

the center of the cubane. This is a rather particular feature that we did not find

in any other polycubane. This behavior indicates a very delocalized state on the

whole chain, and can be related to the e-dos depicted on Fig. 2.16. As a matter

of fact, C2 enriched polycubane displays a wide conduction band, corresponding to

more dispersive and delocalized states. For N2, the charge is again localized on the

nitryl group, which is an indication of the localization given by the N2 bonding. In

the case of NO and NS, there are contributions arising from the localization on the

dopants and on the cubane, which is an indication of its metallic behavior. Charge

delocalization in this second conduction band is clearly observed in NO enriched

cubanes, meanwhile the first state in the second conduction band of NS enriched

cubanes is still very localized, a feature that is also observable from the e-dos.

In order to have a measure of the charge distribution in the cubyl chains and,

then, a better understanding of the bond character, we have calculated the Lowdin

charges, which are reported in table 2.4. For the sake of comparison, charges for

the pristine chain are also reported in the table. We have subtracted the nominal
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Figure 2.18: HOMO of polycubanes with C2, N2, NO and NS molecules as dopants
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1D−NO 1D−NS

2 2

Figure 2.19: LUMO of polycubanes with C2 and N2 molecules as dopants, and the

first state of the second conduction band for the case of NO and NS molecules.
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X1X2 C1 C4 C1
out C2

out C1
in C2

in X1 X2 H1
out H2

out H1
in H2

in

... -0.059 -0.059 0.133 0.133 0.133 0.133 ... ... -0.182 -0.182 -0.182 -0.182

CC -0.047 -0.047 0.112 0.112 0.112 0.112 0.024 0.024 -0.197 -0.197 -0.197 -0.197

N2 -0.176 -0.175 0.113 0.113 0.151 0.151 0.085 0.085 -0.198 -0.198 -0.203 -0.203

NO -0.256 -0.176 0.127 0.139 0.109 0.129 0.141 0.139 -0.202 -0.205 -0.201 -0.200

NS 0.062 -0.169 0.142 0.119 0.117 0.118 0.449 -0.545 -0.198 -0.203 -0.200 -0.194

Table 2.4: Electronic Lowdin charges for different atoms in the cubyl chains unit

cells, and the corresponding spilling parameter for the partial charge decomposition.

C1 and C4 are the cube diagonals in the growth direction with C1 bonded to X2

and C4 to X1. The subindexes in and out refer to the position of the atoms in or

out the plane defined by the C-X1-X2 bonds, if this plane is defined at all (N2, NO

and NS doping), the superindexes 1 and 2 signals whether those atoms are closer to

X1 or to X2.

valence, so that the data shown in table 2.4 must be read as the fraction of electrons

gained or lost by each atom. According to the corresponding spilling parameters,

the Lowdin projections account for roughly the 99% of the total electronic charge

and, thus, the reported electron fraction gains and looses are reasonable.

In every case, charge is transfered from the H atoms to p − like states in their

neighboring C atoms. The s − like to p − like charge ratios in the carbon atoms

remain close to 1/3, indicating sp3 hybridization. The C-C, N-N and N-O bonds in

the doping groups are mainly covalently attached, with little charge being transfered

from one atom to the other. For the N-S bond a significant amount of charge goes

from the S to the N atom. The Ccage-Cethyne bond exhibits a slight charge transfer

from the cage to the ethyne group. This charge transfer between the cage atoms

and the attached functional groups is more significant when N and O are included,

whereas S donates a slight amount of charge to the bonded C atom.

Visualization of the above bonding mechanism can also be achieved using the

electron localization function (ELF). ELF is a measure of the probability to find an

electron with the same spin in the neighborhood of a given electron, it is defined so

that its value is 0.5 when electrons are completely delocalized [76]. In figure 2.20, a
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Figure 2.20: ELF for polycubanes with C2 (a), N2 (b), NO (c) and NS (d) molecules

as dopants.

contour plot for the ELF of these species is expressed, projected in the plane of the

bond between the cubyl unit and the dopant molecules4.

Cubyl networks, on their own, cannot stand the pulling force driven by the

dopants containing nitrogen. One of the cube sides is opened and the cubic geometry

collapses.

4ELF calculations were performed using Martin Troulliers pseudopotentials [77] with a BLYP

hybrid functional which is usually considered a good one for describing bond topologies. A kinetic

energy cutoff of 60Ry was used.
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In summary: It would be possible to manipulate the electronic properties of

polymeric cubyl chains and networks by the introduction of dopant molecules. As

a matter of fact, cubyl polymers seem to provide a rather stable frame for the

inclusion of a wide variety of molecules: alkynes, benzyne, nytril , oxinytril and

sulfunytril. These doped systems preserve the mechanical stability of the chain,

which is mainly provided by the mechanical strength of the cubyl unit and the

formation of covalent bonds with Nitrogen, Sulphur and Oxygen atoms. These

models exhibit small band dispersions both in the valence and conduction bands,

and perhaps they could exhibit unusual electron-phonon coupling interactions. In

particular, electron-phonon interaction could be enhanced by the splitting of the

valence band observed for doped chains.
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Chapter 3

Crystalline models for nanoporous

carbons, pure carbon and doped

structures.

While I nodded, nearly napping, suddenly there came a tapping,

The Raven, E. A. Poe

3.1 The world of nanoporous carbons.

The production and characterization of porous forms of carbon have been, for quite a

long time now, active fields of research, mainly in due to their applications as active

filters and gas storage devices [78–82]. While traditional porous carbons exhibit

rather disordered pore structures, the recent implementation of template techniques

for the fabrication of nanostructured materials [78,79,83] brought a new perspective

to the field. Carbonization of various precursors impregnated in ordered porous

frameworks, allows for the synthesis of nanoporous carbons with a periodic pore

structure [36, 78–82, 88, 89, 106]. These novel materials are very good candidates

for the fabrication of electrochemical double layer capacitors (EDLCs), hydrogen

storage devices, and electro-catalytic components [36, 78–82,88, 89, 106]. Therefore,

ordered nanoporous carbons are particularly appealing for digital communication

devices and fuel-cell technologies.
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Zeolites (crystalline aluminosilicate materials with pore sizes ranging from 3 Å

to 13 Å) and mesoporous silicates (amorphous solids with ordered pore structures)

have been used as templates. Ordered mesoporous silicates are available using liquid

crystals as templates [93]. It is shown that the pore sizes, and pore topology, of the

resulting carbon products could be controlled. The zeolite and silicates can be

removed using hydrofluoric acid (HF); thus leaving the carbon network intact [36].

After removal of the template material, two different behaviors have been observed:

some materials retain the structure achieved during the templated carbonization

step, and others develop internal structural transformations [36, 78–82, 88, 89]. In

each case, the final result is a thermally and mechanically stable carbon material

with periodically arranged pores. Possible modifications induced on carbon networks

by zeolite frameworks have also been discussed in the literature [92].

Carbonization of carbon-coated crystalline frameworks (zeolites) is a promis-

ing method for the synthesis of novel periodic graphitic systems comprising of sp2

hybridized atoms. Terasaki’s et. al. work on carbon coated Zeolite “Y” [36], demon-

strated the lack of evidence for graphitic planes after thermal annealing at 900K,

and strong evidence of sp2 bond hybridization in the solid state NMR spectra. These

results support the idea that ordered aromatic rings, arranged on curved surfaces,

conform this particular nanoporous carbon [36]. Another synthetic route, com-

prising the Chemical Vapor Deposition (CVD) of carbon nanostructures, has also

shown evidence of 3D connected sp2 hybridized networks with a rather disordered

structure [35]. The complete characterization of these materials is still needed.

In an attempt to elucidate the actual structure and physical properties of nano

and microporous carbons, theoretical investigations are required. Here we attempt

the comprehensive characterization of various negatively-curved carbon crystals,

with cubic unit cells. Mechanical and electronic properties of these models are

discussed. The results obtained for these crystalline models, could give insights on

the properties of ordered nanoporous carbons with very small pore diameters, as

those reported in references [36], [35]1.

1For mesoporous carbons, which are more probably build from amorphous carbons and several

graphitic layers, other theoretical approaches have been already reported in the literature [96]

22nd June 2005



3.2. The Schwarzite models. 56

Elastic constants, which provide valuable information about mechanical stabil-

ity, electronic and vibrational densities of states (DOS) have been calculated for

these carbon systems. Optical spectroscopy studies, such as Electron Energy Loss

Spectroscopy (EELS), can also be very useful and we have calculated them us-

ing a Tight-Binding and RPA approach. We also report on the thermodynamical

properties calculated from the vibrational-DOS. It is important to stress out that,

besides the curvature of the system, proper relaxation of the structures is essential

for obtaining an adequate description of the electronic properties.

Due to the large amount of atoms per unit cell in the studied structures, most

of our results are obtained using the tight-binding method. But whenever we found

necessary to confirm our conclusions - and it was computationally feasible – plane

wave Density Functional Theory (DFT) calculations in both the Local Density Ap-

proximation (LDA) and Generalized Gradient Approximation (GGA) were also per-

formed using the PWSCF package [97] and the CASTEP package [98].

The systems that will be described in detail in the next section, can be regarded

both as models for explaining nanoporous carbons found experimentally, or as novel

structures that await to be synthesized. We also attempt to generate information

on the specific surface area of these structures (the upmost important quantity for

gas storage devices), and on the effects of doping with Boron and Nitrogen.

3.2 The Schwarzite models.

The fascinating catalytic and electronic properties of carbon nanotubes, fullerenes,

and other carbon nanostructures exhibiting sp2 hybridization, have been recognized

since the early 90’s. These properties are different from those observed for the

mother graphite structure. The presence of five-membered rings plays an important

role in the onset of these differences. Still, even nanotubes without pentagonal rings

exhibit a rich chemical and physical behavior that arises from their curvature. The

C-C bond in a graphene layer is one of the strongest bonds in nature (that is why

carbon nanotubes possess extremely high Young moduli), but graphite, nanotube

bundles and fullerene crystals are, mostly, bound by weak van der Waals forces.

22nd June 2005



3.2. The Schwarzite models. 57

In this context, one may ask: Would it be possible to construct a 3D arrangement

of covalently bound carbon atoms with the same properties as nanotubes?. Such

structure would be mechanically resilient upon tension and shear stresses. Along this

line of thought, Mackay and Terrones [25–27] showed, in 1991 and followed by many

other authors [29–31], that it is indeed possible to construct triply periodic carbon

structures using sp2 hybridized networks. The requisite is to decorate, using carbon

atoms, negatively-curved surfaces (i.e. surfaces where the the principal Gaussian

curvatures have opposite signs). Initially, they used the concept of minimal surfaces,

studied by the great mathematician H. A. Schwarz in the XIX century, and named

them Schwarzite Structures. In order to decorate such surfaces, the introduction of

heptagonal and octagonal carbon rings is needed.

Schwarzite structures (or just Schwarzites) are ordered nanoporous and crys-

talline systems, similar to a zeolite structure. They exhibit complex pore structures,

and one of the earliest models was dubbed the plumber’s nightmare.

For a full review of the notation employed, interested readers are referred to the

original references [25–27, 29–31], specially, see [99] and [100–102]. The crystallo-

graphic and geometrical description of these surfaces can be regarded as a whole

new field, termed flexocrystallography. The pores in Schwarzite structures can be

arranged in a diamond like architecture: hence they are called D structures. If the

pores are arranged in a Gyroid fashion, they are referred as G structures. When the

pores form a primitive cubic structure, they are referred as P structures [25, 99].

The D, G, and P, Triply Periodic Minimal Surfaces (TPMS) divide the space in

two equivalent subspaces, and for this reason they are referred as balanced (BAL)

structures. When these TPMS are decorated with carbon atoms, they generate the

D8BAL, G8BAL, P8BAL and NP8BAL structures; the prefix N stands for New

and is used to distinguish between the two different P balanced systems.

There are periodic graphitic structures in which each carbon atom is shared by

two octagons and one hexagon (vertices type 688), thus generating the following

crystals: D688, G688 and P688. Similarly, Schwarzites in which each atom is

shared by two hexagons and one heptagon are referred as 766 structures; from this

family we have studied the D766 structure.

22nd June 2005



3.3. Structure and energetics. 58

Finally, it is also possible to build up periodic surfaces which are parallel (PAR)

to a balanced one and, therefore, divide the space into two inequivalent subspaces;

decoration of these surfaces with carbon, requires the introduction of heptagonal

rings, originating the D7PAR, G7PAR, P7PAR and NP7PAR systems . Figures

3.1 and 3.2 depict these eleven Schwarzite crystals.

Previous theoretical work on Schwarzites have demonstrated that they may be

stable under experimental conditions, this fact, together with the interconnected

channel structure that can be obtained, lead us to believe that they are excellent

candidates, for ordered microporous carbons in which the pore diameters are really

small (<8 Å).

Schwarzites are not only interesting as models for nanoporous carbons, they may

also be of technological advantage. However, from the theoretical stand point, the

interplay between global curvature and the existence of high-membered rings is still

an open question.

To summarize this section, let us quote Milani’s work [35]: “These carbon

sponges should also be good candidates for the investigation of negatively curved

carbon networks and, in particular, of the long sought topological structure of ran-

dom Schwarzites”. We will only add that if random Schwarzites are interesting,

crystalline Schwarzites may be even more interesting.

3.3 Structure and energetics.

First of all, we determined the equilibrium structures by relaxing the lattice constant

and the atomic coordinates of each studied model. Energies were calculated using

a Tight-Binding approach with the Seifert parametrization [107, 109]. The internal

coordinates at each given lattice parameter were relaxed using the Conjugate Gradi-

ent method [107]. Brillouin zone sampling was accomplished using Monkhorst-Pack

(MP) meshes [110] of special k − points. The k − point grids provide convergence

in the total energies below the 1meV/atom threshold; which is accurate enough to

follow the changes in energy with volume and geometry. For the largest (D766 and

IWP-G) cells, Γ point sampling revealed enough to fulfill this convergence criterion,
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D688
G688P688

NP8BAL

P8BAL

G8BAL
D8BAL

(a)

(b)

Figure 3.1: Cubic crystal cells for the Schwarzite models comprising only of hexago-

nal and octagonal rings. Blue boxes around each structures represent the borders of

the unit cell. (a) Structures with 6-8-8 atomic environment. (b) Balanced structures

dividing the space in two equivalent regions.
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NP7PAR

P7PAR

D766 IWP−G

Figure 3.2: Cubic crystal cells for the Schwarzite models comprising hexagonal,

heptagonal, octagonal and pentagonal (only for IWP-G) rings. Blue boxes represent

the borders of the unit cell.

but in general denser grids were required.

Fitting the Energy vs. Volume curves to the Birch-Murnaham formula [103]:

E = E0 +
9

8
B0V0

[(
V0

V

)2/3

− 1

]2

+
9
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[(
V0
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V0

V

)2/3

− 1

]4

+ ...

(3.1)

we found the equilibrium energy, E0 lattice parameter,a = (V0)1/3, bulk modulus,

Bo, and the derivative of the bulk modulus with pressure, Bp, for each structure.

For most of the studied crystals the first three terms in (3.1) are sufficient to obtain

a good fit, and we only found necessary the fourth order term for the IWP-G struc-

ture. The internal coordinates are further relaxed at the value of lattice parameter

obtained from the fit.
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3.3.1 Local atomic environment: bond lenghts and bond

angles

Sketches of the structures obtained after relaxation can be viewed in fig. 3.1 and

3.2. Simple inspection of the relaxed geometries does not reveal notorious changes

with respect the original models. Nevertheless, the relaxation procedure leads to a

rather significant rearrangement of the bonds, as can be observed from table 3.1,

where both lengths and angles after and before relaxation are reported.

Concerning the correctness of the calculated geometries, it is important to remark

that the tight-binding model we have used, reproduces accurately the geometries for

diamond and graphene. The calculated lattice parameters are 3.57Å for diamond

and 2.46Å for graphene, which are in very good agreement with experimental data.

The bond lenghts and bond angles in carbon Schwarzites are close to those of the

graphene layer, as can be seen from the bond lengths and angles reported in table

3.1. Furthermore, we also carried out Density Functional Theory (DFT) calculations

on the energetics and density of states for D688 P688, and G688, in order to test

our Tight-Binding results. Within a plane wave pseudopotential framework [97], we

performed both LDA calculations using the Perdew-Zunger [111] exchange correla-

tion functional with a Von Barth-Car [112] pseudopotential, and GGA calculations

with the Perdew-Wang91 [57] exchange correlation formula and an ultrasoft [58]

pseudopotential. Due to the increase in the computational effort in the DFT calcu-

lations, we have chosen an accuracy goal of 0.05 eV/atom in the total energy, which

is sufficient as long as we are not interested in detailed geometrical optimization.

This accuracy threshold was reached with a kinetic energy cutoff of 58 Ry and 4

special k points for the Brillouin zone integration (the Monkhorst-Pack 2x2x2 mesh)

for the LDA calculation, and with an energy cutoff of 20 Ry and 10 k points for

the GGA calculation. The output forces from those calculations are about 10 times

larger in the unrelaxed models, when compared to the tight-binding optimized struc-

tures. These results are, therefore, consistent with the relaxation trends observed in

our tight-binding approach.

22nd June 2005



3
.3

.
S
tru

c
tu

re
a
n
d

e
n
e
rg

e
tic

s.
6
2

Structure #atm/cubic cell Bond length (Å) Bond length(Å) Angle Angle

unrelaxed relaxed unrelaxed relaxed

D688 24 (19)1.421 (15)1.399 {6}120.00◦±0.016◦ {4}119.99±0.010

(8)1.423 (12)1.494

P688 48 (60)1.462 (12)1.348 (96)114.09◦ (48)113.89◦

(48)1.489 (48)120.00◦ (96)122.71◦

G688 96 (48)1.400 (72)1.409 (96)117.49◦ (96)114.31◦

(72)1.457 (48)1.492 (96)117.94◦ (96)119.96◦

(96)119.98◦ (96)121.99◦

D8 BAL 96 {7}1.447±0.021 {5}1.427±0.029 {40}119.94◦±5.12◦ {6}119.97◦±5.86◦

NP8 BAL 104 {14}1.472± 0.026 {10}1.477±0.032 {49}114.41◦±19.8◦ {21}119.44◦±2.69◦

NP7 PAR 120 {12}1.4312± 0.006 {10}1.443±0.047 {27}118.35◦±3.74◦ {13}118.48◦±4.81◦

P8 BAL 192 (96)1.439 {5}1.427±0.021 {7}119.48◦±2.07◦ {9}119.68◦±2.69◦

(168)1.451

P7 PAR 216 {7}1.447±0.012 {8}1.428±0.025 {19}119.68◦±3.83◦ {15}119.60◦±3.44◦

G8 BAL 384 {6}1.447±0.014 {6}1.428±0.016 {45}119.73◦±4.48◦ {12}119.77◦±4.16◦

D766 672 {11}1.425±0.023 {8}1.429±0.020 {21}119.56◦±2.10◦ {21}119.71◦±3.74◦

IWP-G 744 291.448±0.035 {34}1.429±0.023 {98}118.35◦±12.86◦ {185}119.45◦±7.12◦

Table 3.1: Geometrical parameters for the studied structures before and after relaxation. The bond lengths in Å , angles in degrees,

and their respective abundances (the values within round parentheses) are reported. In order not to overload the table, whenever the

number of bond angles/lengths was larger than three, we report only the mean value, the mean squared deviation and the number

of different values found (within square brackets).
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Table 3.2: Average absolute values for the Gaussian curvature (|KI |), at the carbon-

atom sites for the Schwarzites structures. Values for the unrelaxed crystals are also

reported. The corresponding value for the Buckminsterfullerene C60 is shown for

comparison.

Structure |KI |(Å−2) |KI|(Å−2) Structure |KI |(Å−2) |KI |(Å−2)

unrelaxed relaxed unrelaxed relaxed

C60 0.077 0.077 NP7PAR 0.147 0.133

D688 0.000 0.000 NP7PAR 0.15 0.13

P688 0.215 0.013 P8BAL 0.030 0.020

G688 0.088 0.072 G8BAL 0.013 0.011

D8BAL 0.003 0.0018 D766 0.027 0.015

NP8BAL 0.12 0.038 IWP-G 0.11 0.037

3.3.2 Topological properties

The carbon atoms on these negatively-curved surfaces, are the vertices of finite

meshes. The local Gaussian curvature (KG) of these grids, can be estimated dis-

cretizing the Gauss-Bonnet formula [113, 114]:

KG(I) · SI =
2Π−∑3

i=1 Θi

SI
,

where I is the vertex (site) index. The quantity 2Π−∑3
i=1 ΘI , with Θi’s depicted

in figure 3.3, is known as the angle-excess. The surface area assigned to each vertex

(SI), is 1
3
-th of the total area of the three triangles formed by each vertex and its

nearest neighbors (shadowed areas in fig. 3.3).

The average absolute values for the Gaussian curvature (|KI | ), are reported in

Table 3.2. These values are reduced after relaxation. Therefore, we can state that

the relaxation leads carbon bonds towards arrange more flat configurations.

22nd June 2005



3.3. Structure and energetics. 64

Figure 3.3: Geometrical parameters used in the evaluation of the local Gaussian

curvature, in the negatively-curved crystals. The surface area assigned to each

vertex is one third of the shadowed area.

θ

θ θ2
3

1
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Accesible
Surface

Probe

Molecule

Figure 3.4: Simplified scheme for quantification of molecular surfaces. A probe

sphere rolls over the Van der Waals representation of the atoms in the molecule.

The center of the probe sphere defines the Solvent Accessible Surface.

3.3.3 Solvent accessible surfaces.

In 1983, M. L. Connolly designed a simple method to quantify the surface area

of proteins and nucleic acids [115]. In his work, the area of a molecular system

accessible to a solvent is measured as the surface generated by a probe sphere rolling

over Van der Waals spheres representing the atoms (see fig. 3.4). The obtained

measure is known as the Solvent Accessible Surface (SAS), or Connolly surface.

Improvements over the original Connolly’s algorithm have been developed by several

authors, especially by M.F. Sanner [116]. The Sanner formulation for the SAS,

is one of the standard methods for visualization and quantification of molecular

surfaces [116, 117].

The SAS lacks any information regarding the chemical interactions between the

molecular framework and specific adsorbate. Notwithstanding, this geometric con-

cept has been successfully applied to the realization of novel materials with excep-

tional dye uptake capability [118]. Materials with high SAS, are likely to exhibit

large effective areas for gas storage and dye uptake [118].

We have calculated the SAS for the Schwarzite crystals, using the M. F. Sanner

program [116]. A probe radius of 1.4Å was used (this is a common value in the

literature, corresponding to the Van der Waals radius of the water molecule). The

calculations for the D688, P688, G688, P8BAL, G8BAL and D766 models, were

22nd June 2005



3.3. Structure and energetics. 66

3nm

3nm3nm 3nm

3nm 3nm3nm

5nm

3nm

5nm3nm
NP7PAR

P688D688

G8BALP8BALNP8BAL

D766

G688

D8BAL

P7PAR IWP−G

Figure 3.5: Solvent Accessible surfaces for the D688, P688, G688, P8BAL, G8BAL

and D766 Schwarzite crystals; and van der Waals surfaces for the D8BAL, NP7PAR,

P688, IWP-G, NP8BAL, and P7PAR models.

performed using cubic supercells of the Schwarzite crystals of at least 3nm length in

each side. The expected SAS for the negatively-curved models is taken as the average

value of the atomic SAS for the inner-most atoms, in order to separate the effects of

the cluster surface. For the D8BAL, NP7PAR, P688, IWP-G, NP8BAL, and P7PAR

crystals, the Sanner algorithm was not able to render the SAS in large supercells, and

we used smaller clusters for the quantification of the SAS. The molecular surfaces,

depicted in fig.3.5, were rendered using the CHIMERA package [117]. In the cases

for which the Sanner algorithm failed, we show the van der Waals surfaces (each

atom is represented by a van der Waals sphere), rendered using the MOLEKEL

package [119].

The D688, P688 and G688 crystals exhibit closed surfaces at the supercell’s

boundary. Their internal channels are, consequently, inaccessible to the probe

sphere. The remaining crystals are open frameworks, with corresponding high values

of SAS. Table 3.3 summarizes our results for the Solvent Accessible Surfaces.
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Structure SAS (m2/gr) Structure SAS (m2/gr)

Graphene 2572 NP7PAR 1704

D688 0.0 P8BAL 1881

P688 0.0 P7PAR 1820

G688 0.0 G8BAL 1606

D8BAL 1431 D766 1640

NP8BAL 1798 IWP-G 1627

Table 3.3: Solvent Accessible Surfaces for the Schwazite crystals, calculated using a

probe radius of 1.4Å. The value for graphene is shown for comparison.

3.3.4 Total energies.

The calculated total energies per atom, measured with respect to the corresponding

value for the graphene structure, are reported in Table 3.4. As can be seen in this

table, diamond is slightly above graphene in energy. The Schwarzite structures lie

between 0.2 eV and 0.5eV per atom above graphene - or diamond-. The energies

calculated for P688 and polybenzene (D688) structures are in good agreement with

those reported in O’ Keeffe’s et al. work [29].

Structure Energy(eV) Structure Energy(eV/atom)

Diamond 0.035 NP7PAR 0.476

D688 0.262 P8BAL 0.236

P688 0.525 P7PAR 0.263

G688 0.482 G8BAL 0.269

D8BAL 0.277 D766 0.308

NP8BAL 0.338 IWP-G 0.378

Table 3.4: Energies per atom, relative to the value in a graphene layer. The corre-

sponding value for diamond is also shown for comparison.

Considering all the studied structures, P8BAL shows the lowest energy, 0.236 eV/atom,

although the difference with polybenzene is only about 0.026 eV/atom. The C60
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Figure 3.6: Total energies per atom for the studied crystals, measured from the value

for a graphene layer. The corresponding curve for diamond is shown for comparison.

Curves and labels for the balanced (8BAL-) structures are shown in blue. Structures

containing heptagons are highlighted in red.

buckyball lies about 0.44 eV/atom above the graphene layer (see for example ref [29]

) so that most of the studied models are at least energetically viable. The P688 struc-

ture exhibits the largest energy difference with respect to graphene (0.525 eV/atom).

Only the P688 , the G688 (0.482 eV/atom), and the NP7PAR (0.476 eV/atom) crys-

tals are above the energy corresponding to the C60 structure. It is also remarkable

that all the negatively curved D structures, despite their different curvatures, ex-

hibit similar energies, meanwhile G- and P curved structures can be constructed

with rather different energetic behavior.

The evolution of the energy with the average local Gaussian curvature, is depicted

in figure 3.7. In general, energies increase with the curvature. The P688 structure

displays a significant deviation from the overall trend.

The fact that the energy of Schwarzite structures should follow an overall linear

trend with the Gaussian curvature, has been discussed in the literature [106]. It is
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Figure 3.7: Total energy of the negatively curved crystals, with respect to the

graphene layer, as function of the average local Gaussian curvature. The dashed

line correspond to a crude linear regression. In the estimation of |KI |, a constant

surface element SI = 1.75Å2, corresponding to the perfect graphene bond lenghts

has been used.
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related to a general form for the energy of membranes and foams (Helfrich’s energy,

see ref. [106] and references therein):

E =

∫

S

(γ + κiH
2
m + κ2K), (3.2)

where Hm and K are the mean and Gaussian curvature, and γ is the surface

density of energy for graphene. For minimal surfaces, the mean curvature is zero,

and a linear behavior of the energy with the curvature is expected (provided that

the surface atomic density is constant, a fact that is approximately verified in our

studied crystals). The value for the slope, in the crude linear regression depicted

in fig. 3.7, is close to the value of 1.5eV extracted from first principles calculations

of the cohesive energy of schwarzites (see [106]). However, the actual value of the

energy would depend upon other factors, such as the number of n-membered rings in

the cell (n=5,6,7,8), and the distribution of Gaussian curvatures. It is also important

to regard that the assignation of the surface element corresponding to each site is

somehow arbitrary.

3.4 Elastic Properties.

For cubic systems there are three independent elastic constants: C11, C12 , and C44

-usually referred to as the trigonal shear modulus-. The first two can be written in

terms of the bulk modulus, Bo = (C11 + 2C12)/3, and the tetragonal shear modulus,

(C11−C12). These elastic constants for a given material provide valuable information

related to mechanical stability of the system. For mechanically stable cubic systems,

all of the above mentioned elastic moduli must be strictly positive.

As stated above, the bulk modulus is extracted from the Birch-Murnaham equa-

tion. The remaining elastic moduli were calculated by straining the lattice vectors

and relaxing the internal coordinates. For the tetragonal shear modulus we used

volume conserving orthorhombic deformations [103]; for cubic structures this kind

of strain produces energy changes given by:

∆E(x) = V (C11 − C12)x2 +O[x4] (3.3)
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where x is the strain. For the trigonal shear modulus, volume conserving monoclinic

deformations, inducing energy changes of the form:

∆E(x) =
V

2
C44x

2 +O[x4] (3.4)

were used. The deformation parameter, x, used in our calculations ranges between

0 and 0.06 for both moduli. Bulk and shear moduli calculated in the present work

are shown in table 3.5. We must note that the agreement between the calculated

values for diamond data (Bo = 543GPa, C11 − C12 = 951GPa, C44 = 576GPa), is

similar to that achieved using the LDA approximation.

In polycrystalline samples, neither the tetragonal nor the trigonal shear modulus

can be directly measured. Instead, one could study the isometric shear modulus G.

Although there is no simple relationship between the elastic constants and G, bounds

can be calculated from them [103], and we have also included those limiting values

in table 3.5. It is also possible to characterize the mechanical properties of a given

material in terms of the Young modulus Ey and Poisson ratio ν, which can be related

to the Bulk and shear moduli [103]. Taking the value of G as the average between

the obtained lower and upper bounds, we have estimated those parameters, as well

as the first Lame constant (I), and included them in table 3.5.

As expected, all the Schwarzites are, softer compared to diamond, but still strong:

the bulk moduli are (except for the IWP-G) larger than the value for silicon in the

diamond phase2. All the shear moduli are larger than zero, meaning that these

structures would be mechanically stable.

One of the main features of these negatively curved surfaces, is that shear moduli

are noticeable smaller than bulk moduli. Therefore, these materials would be much

softer under shear than under compression. This fact can be understood in terms

of the different energies required for bond rotations and bond compressions3. In

these single-layered decorated surfaces, shear strain would comprise mostly bond

2In the diamond phase, the bulk modulus of silicon is 98GPa, and between 80-100 GPa in

typical LDA calculations. This structures is the hardest phase of silicon, much softer structures

like the silicon clathrates [22] are still mechanically stable.
3In graphitic networks, bond rotations are generally less expensive than compression-stretching

of the bonds [120].
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Figure 3.8: The behavior of the Bulk modulus as a function of atomic density of

the cell for. It is clear that most of the models follow an exponential law. D-like

negatively-curved structures are always stronger than could be expected from this

“typical” behavior.

rotations, whereas compression strains would induce larger changes in the bond

lengths.

Of all the studied models, polybenzene exhibits the largest bulk and shear moduli

and, therefore, it would be the most stable under mechanical stress. Because of this

reason, and its relatively low energy, polybenzene could be thought of as the main

candidate to be synthesized. This result is in agreement with those reported by

other authors [29].

Bulk modulus increases with the atomic density. It is remarkable that B0 follows

an approximate power law of equation 3.8, B0 = C ∗ ρλ, where ρ is the cell atomic

density of each model, and the exponent λ equals 1.071. Nevertheless, D688, D766

and D8BAL exhibit B0 which are slightly larger than the calculated from the power

law described above. IWP-G deviates strongly from this trend, and we have not

included it in figure 3.8, for reasons that will be clarified later in this. NP7PAR also

deviates from the power law, perhaps because it displays a very low atomic density.

It is important to note that the IWP-G structure, exhibits strong anharmonic
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effects represented by a large fourth order coefficient in the Birch-Murnaham equa-

tion (3.1). This fourth order term displays values of γ4 = 55.5 eV/atom , a really

large contribution to the energy curve. Taking into account the flat behavior of the

Energy vs. Volume curve (see figure 3.6), the fact that it crosses the corresponding

curves of much more robust structures, and the relatively high energy of this struc-

ture, one can expect that IWP-G is unstable under mechanical stress, and therefore

we have left this model aside in the calculation of the remaining elastic constants

and vibrational properties.

The information on energetics, geometry and elastic constants confirms the me-

chanical stability of the Schwarzites models, except for the IWP-G structure. The

material strength could be at least of the same order as that of silicon. It is im-

portant to remark that the concept of mechanical hardness is not directly related

to that of mechanical strength (elastic properties). Even if these systems can be

elastically de formated by relatively small stresses, they contain only covalent C-C

bonds which lengths and angles are close to those of graphene. Therefore, the actual

mechanical hardness could be rather high.

3.5 Electronic properties.

In table 3.6 the calculated fundamental electronic band gaps (∆1) are shown. Those

gaps are calculated as the difference between the highest occupied energy level and

the lowest unoccupied energy level in the k−point mesh used to sample the Brillouin

zone. The band gap for diamond is remarkably overestimated in our calculations

using the Seifert parametrization (about 42% over the actual value of 5.47 eV), and

the same trend is to be expected for the remaining values. As a countercheck of

these trends we have also calculated the band gaps within the orthogonal Pettifor

parametrization [65], which provides a better value for diamond band gap (6.3 eV)

and, in general, is considered to provide a better description of the unoccupied

states. It is clear, from table 3.6, that both tight-binding models predict similar

similar trends for the electronic gap.

In order to achieve a better description of the electronic properties, electronic
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Structure a(Å) Bo(GPa) Bp C11 − C12(GPa) C4(GPa) G(GPa) Ey(GPa) ν I(GPa)

Diamond 3.57 484 4.8 938 607 547.1-547.5 1193 0.09 119

D688 6.07 325 4.6 161 186 131.7-135.4 325 0.32 236

P688 7.83 273 4.4 101 79 66.1-66.3 184 0.39 229

G688 9.53 293 3.5 123 124 93.3-94.8 255 0.36 230

D8BAL 11.70 179 4.3 148 76 75.5 198 0.32 129

NP8BAL 11.28 157 140 1.78 85 78.7 202 0.29 104

NP7PAR 13.44 99 3.05 88 30 35.4 95 0.34 75

P8 BAL 14.87 149 0.8 61 82 54.3-56.8 148 0.33 112

P7 PAR 16.11 126 2.0 69 54 45.1-45.3 121 0.34 96

G8 BAL 18.37 159 1.3 115 78 69.0-69.1 182 0.31 113

D766 21.92 176 2.0 180 67 75.7-75.6 199 0.31 126

IWP-G 23.70 34 -9.8 ... ... ... ... ...

Table 3.5: Lattice constants and elastic constant for the studied models. Values computed for diamond are shown for comparison.

Values of the upper and lower bounds to the isometric shear modulus G are, intentionally, reported with a larger number of significative

figures just to reflect the small differences.
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Structure ∆S
1 (eV) ∆P

1 (eV) ∆S
1 (eV)

relaxed relaxed unrelaxed

Diamond 7.80 6.3 7.80

D688 2.90 2.60 2.90

P688 0.04 0.011 0.10

G688 1.50 1.50 0.30

D8BAL 0.20 0.40 0.00

NP8BAL 0.04 0.10 0.28

NP7PAR 1.16 0.90 0.24

P8BAL 1.40 1.12 0.80

P7PAR 1.30 1.10 0.73

G8BAL 0.20 0.29 0.00

D766 1.30 1.00 1.00

IWP-G -0.04 -0.02 -0.025

Table 3.6: Electronic band gap energies (∆1) calculated for different negatively

curved structures. The superindexes S and P stand for the Seifert and Pettifor

parametrizations. The values calculated for diamond is shown for comparison. For

the Seifert parametrization, we have also registered the values obtained for the

unrelaxed structures. For the IWP-G structure we report the value of the band

overlap.
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Figure 3.9: Electronic densities of states (e-DOS) for the different negatively curved

structures, calculated using the Seifert parametrization [109]. Densities are nor-

malized to the unity in the range of available energies. The reference, “0”, level is

the Fermi level. The calculated e-DOS for graphene is shown in the first panel. A

Lorentzian broadening of 0.1eV was used in the calculation.

densities of states (e-DOS) were calculated using the Seifert (Fig. 3.9) and Pettifor

(Fig. 3.10) parametrizations.

These two tight-binding approaches yield similar behaviors for the e-DOS near

the Fermi level (and in the region between ∼-4eV to ∼4eV). The Pettifor model

predicts gaps in the valence band (about ∼5eV below the Fermi level) which are

not present in the calculations using the Seifert parametrization. These valence

band gaps could be related to a similar feature in the calculated graphene e-DOS

(see Fig. 3.10). For the valence band of graphene, the e-DOS calculated using the

Seifert parametrization, closely resembles the shape obtained using first principles

calculations [121]. A comparison between the Seifert parametrization e-DOS and
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Figure 3.10: Electronic densities of states, normalized to the unity, the reference

level is the Fermi level, now using the Pettifor parametrization [65]. The calculated

e-DOS for graphene is shown for comparison. The Lorentzian broadening was 0.1eV.
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Figure 3.11: Upper panel: Electronic density of states for G688, calculated within

the Tight-Binding framework, both before -to the left- and after -to the right- re-

laxation. Lower panel: same as above within the GGA framework.

the GGA e-DOS for the G688 structure is shown in figure 3.11. Despite its main

deficiency (the clear overestimation of the band gap), the Seifert parametrization

describes accurately the shape of the e-DOS both in the valence and in the con-

duction bands. Similar results were obtained for the D688 and P688 crystals. This

agreement favors the Seifert model for the description of the valence bands. The en-

ergy gaps in the valence band, predicted using the Pettifor model, may be regarded

as artifacts of this parametrization.

We can identify six structures as small band gap semiconductors: D688, G688,

P8BAL , P7PAR, NP7PAR, and D766. For the P688, D8BAL, and G8BAL crystals,

the shape of the e-DOS is typical of semimetallic species; electrons could overcome

the small electronic band gap at finite temperature. The NP7PAR and IWP-G struc-

tures, display almost constant e-DOS near the Fermi level and they would behave

like metals at normal experimental conditions. IWP-G exhibits the largest e-DOS

at the Fermi level. Only for this crystal, overlap between valence and conduction

bands was observed, a fact that could be related to the presence of pentagons in its

structure. However, as we stated above, the mechanical stability of IWP-G would

be seriously compromised under normal experimental conditions.

Is interesting to remark the similarities between the electronic structure of the
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D8BAL and G8BAL. Besides being both semimetallic, further similarities can be

established between some of their major characteristics. There is a strong and

narrow peak around 8-9 eV, a broader peak near 7 eV and a third one around

3 eV, although in D8BAL this third peak appears to be segmented. This three

peaks seems to be also present in the P8BAL structure, however their similarities

are less clear, except for the 9 eV peak. It is noteworthy that the D, G and P triply

periodic minimal surfaces are related by a bending transformation which preserves

the metric and angles [26], [27]. Therefore a relationship among their properties can

be established when these are decorated with carbon atoms.

The effect of relaxation on the electronic properties is poorly represented in

table 3.6. Figs 3.12 to 3.14 show the e-DOS near the Fermi level, calculated using

the Seifert parametrization4, and the geometrical arrangement, represented by the

distribution of distance to the nearest and the next nearest neighbors, for some

models exhibiting different electronic behavior.

Let us first consider the polybenzene structure. As seen in figure 3.12, the e-DOS

is almost unaffected by the significant structural rearrangement. A similar behavior

is exhibited by P8BAL, G8BAL and D766, where only minor density reaccommo-

dation takes place after relaxation.

In the P688 structure, although relaxation brings a reduction in the electronic

band gap, there is also a notorious reduction in the e-DOS near the Fermi level. The

overall appearance of the e-DOS is quite different after relaxation. This fact may

be related to the different angle distribution. The hexagonal rings in the original

structure occur in almost flat planes, a fact that changes drastically after relaxation.

The differences between the original and the relaxed geometries, are larger for the

4The major changes in the density arising from the geometry variations are accurately described

using the Seifert parametrization, when compared to DFT results. In Fig. 3.11), the deepening of

the valence band valley around 3 eV, the reduction in the valence states density near the Fermi

level and the shift to the right of the first hump in the conduction states density, are observed in

the Seifert tight-binding model and in the GGA calculations. It is also noteworthy that our GGA

results underestimate the diamond band gap by about 25%, so that DFT results in figure 3.11 may

also underestimate the semiconductor character of the relaxed G688 structure. Similar results were

obtained also for the D688 and the P688 structures; and in the GGA and LDA approximations.
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Figure 3.12: Electronic density of states for polybenzene -D688- before (upper panel)

and after(lower panel) relaxation. The Fermi level is located at “0” energy. The

corresponding distributions of distance to nearest and next nearest neighbors, are

shown representing the geometrical rearrangement.

P688 structure, compared to the other negatively-curved crystals. Therefore the

notorious changes in the e-DOS are understandable.
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Figure 3.13: Same as fig. 3.12 but for the P688 structure.

In contrast with polybenzene, the G688 structure develops a large change in the

e-DOS with a rather small geometrical rearrangement. As shown in figure 3.14, the

e-DOS looks completely different after relaxation. In fact, G688 is the most striking

case, and exhibits the largest change in the band gap (1.2 eV). The geometrical

relaxation does not produce sensible changes like in P688, but leads a change in the

ordering of the bond orders. The initial structure was constructed using two bond

lengths: the largest corresponding to the bonds shared by one hexagonal and one

octagonal ring, and the shortest corresponding to the bonds shared by two octagonal
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rings. In the relaxed structures, the order changed, and the largest length is that

corresponding to the bonds shared by two octagonal rings. That seems to be a

unique behavior within the studied models, and may be the origin of the observed

variations in the electronic properties.
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Figure 3.14: Same as fig. 3.12 but for the G688 structure.

From the remaining structures, it is only worth mentioning the opening of a

the small gap in the D8BAL structure. In the initial structure, the conduction

and valence bands are barely in contact. Therefore this gap-opening should be

considered a slight modification of the electronic structure, commensurable with the

small geometrical changes.

In most of the studied crystals, the relaxation procedure yields less conductive

structures (with higher electronic band gaps, or reduced e-DOS near the Fermi

level). Only for IWP-G and NP8BAL, there is an enhancement of the metalicity

after relaxation. The enhancement of the metallic behavior in the latter crystals,

could be related to the fact that the bond angles after relaxation are closer to those

of a graphene (see Table 3.1).

In the work of Huang and Ching [32], it is stated that the electronic properties

are more strongly dependent upon global geometrical properties than on the exact

atomic positions. We agree with their statement. The changes in the e-DOS after

relaxation are small for most of the studied crystals. Besides the discussed reinforce-

ment of the semiconductor character (or weakening of the metallic character), the

relaxation does not bring about dramatic changes. However, proper relaxation plays

a relevant role in the theoretical characterization of these structures, because even
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small atomic rearrangement could induce changes in system’s topology. This is the

case for the P688, the G688, the P7PAR, and the NP7PAR structures. Therefore,

local relaxation of the coordinates should be considered in the study of negatively-

curved carbon structures.

3.6 Electron Energy Loss Spectra.

Now let us see if electronic spectroscopy could provide additional information for

the Schwarzite crystals, and further understanding of the relationship between the

curvature and the bonding character in these structures. One property that help us

in this context is the Energy Loss Spectrum (EELS). As a matter of fact, the low

energy loss spectrum (LEELS) depends strongly upon collective electron motions

(plasmons) that should be very sensitive to the global curvature of the structures,

meanwhile the core energy loss spectrum (high energy loss) is intrinsically related

to the local atomic environment.

The core EELS near the Carbon K-shell (Near Edge Loss Spectra, NEELS),

probes the transitions between atomic s−states and the unoccupied states. There-

fore, in the near edge region, the high energy EELS samples the density of empty

states with p−symmetry (see appendix E). The onset for the energy loss, (the

K-edge), depends only on the atomic species. According to X-Ray absorption

fine-structure (XAFS) measurements, the K-edge for carbon is at 280 eV [122].

In the simplest approximation, the NEELS structure is thus, proportional to the

p-projected density of states, shifted to the K-edge. Reliable calculations of the

NEELS for carbon structures using this simple scheme, have been reported in the

literature [123] . In this context, we have calculated the NEELS structure for the

negatively-curved crystals from the p-projected density of unoccupied states, using

the Pettifor parametrization. This density of p-empty states, was convoluted with

a Lorentzian function of full width at half maximum of 1eV, in order to account for

thermal effects and experimental resolution. The calculated spectra for the 688, the

8BAL, and heptagon-containing structures are reported in figures 3.16 to 3.17.

It is clear that these crystals posses an adequate EELS signature. Their NEEL
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Figure 3.15: The K-shell core EEL spectra, measured from the K-shell edge, calcu-

lated within the projected density of states approximation, for the 8BAL family

of negatively curved structures.
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Figure 3.16: The K-shell core EEL spectra, measured from the K-shell edge, cal-

culated within the projected density of states approximation, for the 688 fam-

ily of negatively curved structures. The densities of states are convoluted with a

Lorentzian function, whose full width at half maximum is 1eV.
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Figure 3.17: The K-shell core EEL spectra, measured from the K-shell edge, calcu-

lated within the projected density of states approximation, for the negatively curved

structures containing heptagons.

spectra display peaks which are clearly distinguishable from those corresponding

to graphene and diamond. This fact is particularly notorious for the 688- crystals,

which exhibit a rich peak structure. For the 688 family it is remarkable that, al-

though the local atomic environment of each structure is very similar (each atom

being surrounded by the same number of hexagons and octagons), their peak struc-

tures are quite different; a fact that could be related to the positions of next nearest

neighbors, and to the localization or delocalization of the electronic wavefunctions

near the Fermi level. The spectrum for D688 is very similar to the diamond spec-

trum; nevertheless, the shift in the position of the first peak (∼ 1.5eV) could be ex-

perimentally resolved. The G8BAL spectrum is rather similar to that of graphene, a

behavior that was expected because this structure exhibits large patches of hexagons

covering its surface.

Resolutions below 1eV are rarely achieved in NEEL spectroscopy (XAFS tech-

niques can usually reach this threshold [122]). However, some features of the calcu-

lated spectra (v.gr. the position of the strongest peaks), could be resolved in typical

NEELS setups.
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For the calculation of the LEELS, we have chosen a simple Tight-Binding/Random

Phase Approximation approach as described in the theoretical framework (see ap-

pendix E). This is a crude approximation of the optical response, and it is known to

fail in the description of the detailed absorption and reflection spectra. Fortunately,

the position and evolution of the plasmon modes are not that sensible to the detailed

description of the electronic states. Of course, in order to achieve accurate agree-

ment with experiments, higher theory levels should be implemented (for instance

TDDFT [124]), but at this point we are only interested in the general trends, that

can be studied within this simple theory level.

In the calculated LEEL spectra ( figures 3.18 to 3.20), we observe various inter-

esting features. But before analyzing them in detail, it is important to note that we

restrict the discussion to the major features in those spectra: the TB/RPA model

predicts within a reasonably accuracy the position of the diamond plasmon peak, but

not the width of this plasmon mode. Therefore, we believe that the peaks positions

(and perhaps even the peak structure in the graphene and graphene-like modes) are

reliable, but the peak structure in the energy range of the diamond plasmon is not

that accurate.

Let us summarize our low EELS results:

(i). It is clear that the structures exhibit plasmon modes close to those of

graphene and diamond, but developing noticeable energy shifts.

(ii). Each structure exhibits a different LEEL spectrum.

(iii). Comparing the LEELS data with the NEEL spectra, it is clear that

even structures like G8BAL, which display a graphitic local environment, exhibit a

diamond-like component in the low EEL spectra.

All of the above lead us to believe that, as expected, EELS techniques, can

be useful in the identification of Schwarzite structures. These results also reveal

the interplay between global curvature and local binding environment in Schwarzite

models. The conclusions drawn from our simple TB/RPA approximation, lead us

to believe that, a better (and necessarily computationally more expensive) descrip-

tion of the optical properties could be worthy, especially if it allows for an accurate

description of other optical techniques (for instance reflectance and refractivity spec-
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Figure 3.18: The low energy loss spectra, with the zero loss part excluded and

calculated within the Tight-Binding RPA approach, for the 688 family of negatively

curved structures. The graphene and diamond spectra are shown for comparison.
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Figure 3.19: The low energy loss spectra, with the zero loss part excluded and cal-

culated within the Tight-Binding RPA approach, for the 8BAL family of negatively

curved structures.
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Figure 3.20: The low energy loss spectra, with the zero loss part excluded and calcu-

lated within the Tight-Binding RPA approach, for the negatively-curved structures

containing heptagons.

tra), which may also uncover important information. Spectroscopic characterization

of the peaks appearing below 10eV for P8BAL, D8BAL, P7PAR, and NP7PAR

structures, is not possible at the present stage.

3.7 Vibrational spectra.

The vibrational densities of states computed in this work are shown in figure 3.21,

where a Lorentzian broadening of 3cm−1 is used. The most remarkable feature in

those v-DOS spectra is the appearance of vibrational gaps. For D688 there is a

clear gap centered in 1670cm−1 and of 85cm−1 width. For P688 additional gaps

appear: the first one centered in 1535.5cm−1 with a 50cm−1 width, another one

1642.5cm−1 with a 88cm−1 width, a third one centered at 1767cm−1 with a 141cm−1

width, the fourth is centered at 1817cm−1 with 41cm−1 width, finally a fifth, very

narrow, gap appears centered at 1863 cm−1 with only 3cm−1 width (possibly a

calculation artifact). For G688 there are no longer gaps in the investigated region.

For the larger structures, it is difficult to establish the existence of gaps because we
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Figure 3.21: Vibrational Density of states for nine Schwarzite models, normalized to

the unity. The spectra shown for P8BAL and larger structures, actually correspond

only to gamma point vibrations. A Lorentzian broadening of 3cm −1 was used in

the calculation of the densities.

are limited to the vibrations at the gamma point. These vibrations, seems to fill

rather densely the range of allowed wave vectors and those structures are unlikely to

develop vibrational gaps. As a matter of fact, with the used Lorentzian broadening,

no clear gap structure appears for P8BAL, P7PAR and G8BAL (see fig. 3.21) .

As is to be expected for sp2 hybridized networks, all these structures exhibit

rather high v-dos near the main graphene peak (around 1540 cm−1), nevertheless

this feature is no longer the most relevant in the v-dos spectra.

The vibrational spectra, can be experimentally investigated in a wide range of fre-

quencies, using Inelastic Neutron Scattering. The rich peak structure of the smaller

cells, suggest the use of vibrational spectroscopy in order to identify Schwarzite

structures. However, when the number of atoms in the unit cell increases, that
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Structure E(KJ mol−1) F (KJ mol−1) S(J mol−1K−1) C(J mol−1 K−1)

D688 18.68 17.44 4.15 7.89

P688 18.52 17.28 4.24 7.96

G688 18.68 17.44 4.15 7.89

D8BAL 18.76 16.78 6.62 8.42

NP8BAL 18.74 16.87 6.23 8.49

NP7PAR 18.45 16.69 5.87 8.44

P8BAL 18.79 17.00 5.99 8.30

P7PAR 18.77 17.02 5.71 8.28

G8BAL 18.60 16.91 5.63 8.36

D766 18.68 16.91 5.89 8.34

Table 3.7: Vibrational contribution to the Total Energy E, Free Energy F , Entropy

S and Specific Heat C at 300K for the studied models

identification would be more difficult: the overall shapes of the spectra are very

similar to those observed for amorphous carbon structures. Still, there is some

structure in the very low frequency region (below 400cm−1) that could be experi-

mentally measurable. More specific spectroscopic techniques, such as Raman and

IR spectroscopy, may help in the experimental identification.

Now we turn our attention to the thermodynamic potentials for the carbon

Schwarzite structures. In table 3.7, we have reported the calculated values of the

vibrational contribution to the Total Energy (E), Free Energy (F ), Entropy (S),

and specific Heat (C), at 300K, for the studied negatively-curved structures. One

could distinguish clear similarities between G688 and D688 (actually both structures

exhibit the same values). The lower density frameworks, exhibit higher specific

heats, entropies and lower Free Energies.

The dependence of the thermodynamic potentials with temperature for the poly-

benzene structure is sketched in figure 3.22. The profiles are just the same for the

remaining models. The behavior of these quantities, is very similar to that of other

carbon structures, such as diamond and graphite. The heat capacity indicates that
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Figure 3.22: Temperature dependence of the thermodynamic variables for polyben-

zene (D688) structure
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Figure 3.23: The low temperature region of the C/T 3 curves for the carbon

Schwarzites, calculated from the vibrational densities of states. (a) For the highest

density frameworks (688 structures), (b) for the low density crystals.

the D688 structure behaves as a Debye crystal at about 1000K; the same is true for

the other studied structures.

The low temperature behavior of the C/T 3 curve is depicted in figure3.23. The

calculated specific heats fail to reproduce the expected 1/T 3 law in the low tem-

perature region. This flaw is related to the lack of states in the v-DOS in the very

low energy region. Because of the size of the supercells (and q − point grids) used

for the calculations, the densities of states near “0” frequency do not follow an w2

law. The drawbacks of the very v-DOS in the low frequency region are, as expected,

more notorious for the larger cells, for which we have access only to the Γ point

vibrations.
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3.8 Doping Schwarzites with boron and nitrogen:

substitutional and pyridine-like defects.

Let us consider what can be obtained if Schwarzite structures are electronically

enriched with the inclusion of Boron or Nitrogen atoms. Because the differences in

the number of valence electrons, the electronic structure of these systems could be

expected to be considerably modified, as is the case for doped carbon nanotubes

[169].

First we studied the case of the polybenzene (D688) structure. The rather large

electronic band gap makes this structure particularly appealing for doping, as large

densities at the Fermi level could be expected whenever electrons are promoted to

the conduction bands. We substitute a single carbon atom out of the 24 equivalent

atoms in the unit cell of D688 either by Boron or Nitrogen. The structures have been

relaxed, following the same methodology discussed previously, using again the Seifert

set of tight-binding parameters [109]. For both Boron and Nitrogen substitutions,

the mechanical stability of the structure is preserved, and only slight changes in the

lattice parameters were observed. The internal coordinates remain unchanged. The

Bulk modulus is 335GPa for Nitrogen inclusions, consistent with the decrease of the

lattice parameter (about 1% less than in the pristine structure). For Boron, the bulk

modules decreases to 310GPa, consistent with the slight expansion of the lattice;

the lattice parameter being decreased by about 1% . The mechanical properties are,

therefore, dominated by those of the pure carbon cell.

As depicted in Fig. 3.24, effective doping is achieved via Nitrogen substitution

with the expected large density of states at the Fermi level. The rationale of this

result is the fact that the electronic density of states is mostly the same for the

doped and the pristine structure; being mainly determined by the contribution from

the Π-C partial density of states. The carbon structure act, therefore, as a host for

the Nitrogen impurity, thus shifting the Fermi level to the conduction band in order

to allocate an additional electron.

The opposite behavior is observed for Boron inclusions. The electronic structure

is also dominated by the pristine cell structure, and the Fermi level is slightly shifted
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Figure 3.24: Electronic density of states for the D688 structure with Boron (left

panel) and Nitrogen (right panel) substitution. Energies are measured with respect

the Fermi level. The contributions of the Π states to the partial densities of states

are also shown. Calculations were performed using the Seifert parametrization [109]

to the left due to the lack of electrons. This means that the last valence band is

partially filled.

DFT results calculations were performed for the polybenzene structure with Ni-

trogen and Boron substitution, within the same approach we used for the pristine

cell (see section 3.3). These calculations confirmed the results obtained using the

tight-binding approach. Because for carbon-based systems, the Kohn-Sham orbitals

usually resemble the quasiparticle’s amplitudes (see appendix A and B), the effects

of the doping on the local electronic properties can be assessed by looking at the

corresponding HOMO and LUMO orbitals. The HOMO orbital provide us infor-

mation regarding the parts of the model that are more likely to be accessible via

nucleophilic attacks. Similarly, the LUMO orbital is related to accessibility via elec-

trophilic attacks. For the metallic systems, the HOMO and LUMO levels are the

same, and what we show is just a plot of the density charge for orbitals near the

Fermi level. The results using the PW91 exchange correlation energy [57] for the

orbitals are shown figure 3.25. These orbitals are consistent with localization of the

sites accessible to nucleophilic and electrophilic attacks, on the B and N atoms, so

that B and N substitutions can be considered as really promoters of the chemical

activity in the sites where they lie.
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Figure 3.25: Representation of the HOMO (a) and LUMO (b) orbitals for the D688

structure, and orbitals near the Fermi level for the N enriched (c) and B enriched

(species). In the color map, higher densities are colored in red.
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The same analysis has been carried for the next smaller cells (G688 and P688

structures) with overall similar results. This fact reinforces the reliability of our

tight-binding analysis, at least at qualitative levels.

We studied also the effects of substitutional doping on the D8BAL, P8BAL and

NP8BAL structures. Those structures were selected because of their mechanical

stability and their electronic band gaps. In each case, the internal coordinates remain

unchanged by the relaxation procedure after doping, and the mechanical properties

closely resemble those of the corresponding pristine pure carbon structures.

As shown in Fig. 3.26, where the electronic density of states for Nitrogen-doped

structures is shown, Nitrogen substitutions in each case have the effect of including

an additional electron, thus turning the structures into metals. As expected, larger

e-dos near the Fermi level is obtained for P8BAL; this one exhibiting the larger gap

in the original framework (no doping).

Let us consider the effect of pyridine-like substitutions, in which one carbon atom

is removed and its three neighbors replaced by Nitrogen atoms. This structure is

lacking of a valence electron, if compared to the original pure carbon counterpart.

This kind of substitutions are also feasible experimentally in carbon nanostructures,

and could also modify the chemical and electronic activity. Systems in the 688

family, including polybenzene, are not suitable for this replacement; because each

carbon atom is shared by two octagons and pyridine-like substitution will result in

distant nitrogen atoms. Mechanical stability would be seriously compromised under

such conditions.

We have chosen the P8BAL and D8BAL as test systems because they have

patches consisting of neighboring hexagons. Pyridine-like substitutions are, there-

fore, possible with Nitrogen atoms staying at reasonable distances, as shown in Fig.

3.27.

The mechanical properties can be significatively altered by the presence of the

pyridine-like defect, as shown in figure 3.28. There the energy as function of lattice

volume is shown for the defective D8BAL structure. The bulk modulus is slightly

larger than in the pristine pure carbon structure (194GPa vs 174GPa), but at the

cost of higher order terms in the Birch-Murnaham equation (up to order five terms
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Figure 3.26: Electronic density of states (e-DOS) for P8BAL (a), NP8BAL (b) and

D8BAL(c) with a Nitrogen in substitution, calculated with the Seifert parametriza-

tion [109]. The Fermi level is located at “0” energy.

(b)(a)

Figure 3.27: Molecular models for unrelaxed pyridine-like defect on the P8BAL (a),

and D8BAL(b) frameworks.
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Figure 3.28: Energy vs. volume (normalized to the optimal volume) for the D8BAL

structure with a pyridine-like defect. Points are the calculated data and the curve

is a fit to the Birch-Murnaham equation.

were included in order to obtain the curve shown in figure 3.28).

Even for the 8BAL family, significant changes in the internal coordinates appear

during the relaxation process, specially near the pyridine-like group; as can be seen

when comparing the unrelaxed structures of figure 3.27 with the relaxed ones in

figures 3.29 and 3.30. Note that the defective D8BAL structure was fully relaxed

(both lattice parameters and internal coordinates), meanwhile in the case of P8BAL

we have relaxed only the internal coordinates at the original lattice parameter. Con-

sidering that the observed change in the lattice parameter of the D8BAL structure

was less than 1%, we do not think that lattice relaxation would induce large changes

in the electronic structure of the pyridine-like doped P8BAL structure.

The influence of pyridine-like inclusions in the density of states is more significant

than that of direct substitutions ( figures 3.29 and 3.30). New states, arising from

the Π-N contributions, appear in the old (no doping) conduction band.
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Figure 3.29: Left panel: Electronic density of states for the D8BAL structure with a

pyridine-like defect, calculated using the Seifert parametrization. Partial contribu-

tions from the Π carbon and nitrogen states are also shown. Right panel: optimized

geometry for this framework
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Figure 3.30: Same as figure 3.29 for the P8BAL framework.
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In conclusion, effective doping with Nitrogen could be achieved in these Schwarzite

frameworks using substitutional or pyridine-like inclusions. Substitutional inclusions

do not affect the mechanical properties. Pyridine-like defects may compromise the

mechanical strength, but they may be more chemically reactive. Further work on

the chemical properties of pyridine-like substitutions is required. In the case of

Boron substitutions, we noted that the systems were metallic with the Fermi level

half-filled.

3.9 A note on synthesis attempts

We have performed some preliminary experimental works attempting to synthesize

Schwarzite structures, at least as disordered phases. Our approach is based on the

Chemical Vapor Deposition (CVD) method, and inspired by the results of Terasaki

et. al. on nanoporous carbons [36]. The Na-Y and Z-14US Zeolites, were tested

as templates. Impregnation of these molecular sieves with carbon precursors was

attempted, dissolving the zeolites in a solution containing toluene (90%) and fer-

rocene (10%). The zeolite-toluene-ferrocene solutions were submerged in a sonic

bath during 30 minutes, and subsequently left to dry at air. The resultant powder

was pyrolysed during 15 min. at 800 degrees Celsius and 860 degrees Celsius in a

powder-pyrolysis configuration. The results at this stage are far from conclusive,

but we do believe that growth of carbon structures in such crystalline frameworks

could lead to crystalline negatively curved structures.
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Chapter 4

Laser pulses interacting with

matter.

I can see

what you mean

it just takes me longer...

In the end, RUSH.

4.1 Overview.

There are various complexities associated to the theoretical description of the in-

teraction between a material system and a strong laser pulse. The phenomena lie

beyond the first order perturbation theory, and comprise highly non-thermal be-

havior. Due to the interaction with the electromagnetic fields, the material system

is promoted to highly excited states. In the simple single-particle description (see

appendix A), these excited states should be described by the promotion of a large

fraction of electrons to virtual orbitals.

Attempts for describing this interaction by means of state-of-the-art theories

like the Time Density Functional Theory, has been successful only for small sized

systems interacting with highly coherent laser pulses. In this scenario, excitations

occur mainly to one of the system’s excited states [126]. The validity of former

considerations, would be compromised in a wide variety of practical situations; real
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Figure 4.1: Schematic representation of the laser induced processes: the system is

moving in a time dependent free energy surface which vary significantly during the

pulse duration. Eventually, the system reaches a new equilibrium position.

femtosecond lasers create various electronic excitations, which then could interact

among themselves, and with the atomic lattice, in a highly non-coherent fashion. In

the single particle picture, electron-electron collisions, and electron-phonon interac-

tions, should be taken into consideration.

We start this section by summarizing the main processes involved in the laser-

matter interaction, within a single particle picture and the Born-Oppenheimer ap-

proximation:

1. The system is initially at an equilibrium configuration, as depicted in the

simple representation of figure 4.1. The laser pulse excites the electronic system,

populating various excited states.

2. The excited electron cloud provides the modified Potential Energy surface

where the ions move.

3. Electron-electron collisions and electron-ion interactions take place.

4. The change in the ionic coordinates changes the external potential felt by the

electrons.

5. The process from 2-4 continues until the system reaches a new equilibrium

position.
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4.2 A practical realization: Tight-binding model-

ing plus molecular dynamics.

A very appealing model for simulating laser induced transitions have been developed

by Harald Jeschke and M. Garcia [127]. Their theoretical framework, is based upon

a tight-binding description of the electronic states, provided that the electronic

occupations are changed by the laser pulse. Molecular dynamics in the excited

states Potential energy surface is then performed. In this section we review the

original Garcia and Jeshcke scheme.

4.2.1 Evolution of the occupation numbers

The laser excitation is described by an increase in the occupation of virtual levels

according to (see appendix F):

dn(em, t)

dt
=

∫ ∞

−∞
dwg(w, t−∆t){n(em−~w, t−∆t)+n(em+~w, t−∆t)+2n(em, t)}

(4.1)

where g(w, t) is the laser’s intensity distribution and n(em, t) is the occupation

number of the state with energy em. The above equation represents electrons going

from a state em to a state with energy em +~w, and electrons coming from em−~w
to em.

The accurate description of the complex electron-electron collision processes lie

beyond the scope of this work. Instead of a microscopic description, they are treated

in a phenomenological way by means of a suitable relaxation time so that:

dn(e, t)

dt
= −n(e, t)− nT (e, t, Tel)

τe
(4.2)

where nT is the thermal distribution to which electrons would approach in a

given time.

This thermalized distribution is forced to preserve the number of electrons and

the total electronic temperature, because it is defined as the equilibrium distribution

that the system would reach if the remaining parameters were held constant (no
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more laser irradiation or ionic motions). Therefore, the equilibrium distribution

parameters Tel and µe are given by the conditions:

Ne =
∑

ei

n(ei, t) =

∫
n̂(ε, Tel, µe)dε

E =
∑

ei

ein(ei, t) =

∫
n̂(ε, Tel, µe)εdε

(4.3)

Finally, the lost of electronic energy due to interactions with the lattice vibra-

tions is also described phenomenologically by means of the equilibration between

electronic and lattice temperatures:

dTel
dt

= −Tel − Tions
τ2

(4.4)

The philosophy behind this description has been discussed in detail in Refs. [44,

128, 129].

4.2.2 Free energy and ionic motion

The ionic dynamics is ruled by the free energy surface. This thermodynamic poten-

tial is defined through its general differentials:

δU = δErep + Tr((δHo)ρ) (4.5)

where Erep is a core-core repulsive term, ρ is the density matrix, and H0 is a

tight-binding Hamiltonian with distance-dependent hopping matrix elements.

The k−th component of the force acting on the i−th ion , F k
i , is computed, then,

as:

F k
i (t) = − ∂

∂xki
U (4.6)

with xki being the k−th component of the position vector ri, which is simply:

F k
i (t) = −Tr(

∂H0

∂xki
ρ)− ∂Erep

∂xki
(4.7)

In the particular case of a Fermi-like distribution, the free energy can be written

as:
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U [{rij}, {nl(t)}] = Erep + TrHoρ− TeSe (4.8)

where nl(t) are the electronic occupations of the electronic levels, Te is the elec-

tronic temperature and Se is the electronic entropy defined as [131]:

Se = −
∑

l

2kB (fllog(fl) + (1− fl)log(1− fl)) (4.9)

.

with fl = nl/2.

As a matter of fact, for the definition given in Eq. 4.8

δU =δTr(Hρ)− δErep + δTeSe

Tr(δHρ) + Tr(H0δρ)− δErep + δTeSe

Tr(δHρ) + Tr(H0δρ)− δErep + TeδSe

(4.10)

The traces in the second and fourth terms on the last line can be easily evaluated

in the eigenvector basis set with the implicit assumption that ρ is diagonal in that

particular basis (as discussed in appendix F ) and we have:

Tr(H0δρ) =
∑

l

Elδnl

TeδSe =
∑

l

(El − µ)δnl

(4.11)

Only neutral excitations occur, thus we should always have
∑ ∂nl

∂xki
= 0. Con-

sequently, the second and fourth terms in equation 4.10 cancel each other, and we

obtain the condition stated in Eq. 4.5.

We did not attempt to calculate the exact form of the free energy and used

Eq. 4.8 as an approximation for this thermodynamic potential in our analysis. As

long as e − e relaxation times are not very large, a sensible amount of electrons

are promoted, electronic excitations are not highly localized in the energy axis, and

because the conditions expressed in Eqs. 4.3 are imposed in each time step, this

approximation is suitable for the studied systems.

The TB parameters have the form given by Pettifor et al. Ref. [132], which fits

well for the molecular dynamics approach, and provide reliable results for electronic
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properties (band structures and gaps). Within this parametrization, the hopping

terms and repulsive potentials vary as function of the ionic separation r like:

τδη(r) = Vδη

(r0

r

)n
exp

{
n

[
−
(
r

rc

)nc
+

(
r0

rc

)nc]}

φ(r) = φ0

(
d0

r

)m
exp

{
n

[
−
(
r

dc

)mc
+

(
d0

dc

)mc]}

Erep =
∑

i

Femb

(∑

j 6=i
φ(rij)

)
(4.12)

and the derivatives of the hopping parameters and of the repulsive energy can

be analytically evaluated.

4.2.3 The charge transfer problem

When we consider a multicomponent system like a multi-walled carbon nanotube

or separated fullerenes, we face three problems leading to spurious charge transfers

between them:

(i) The changes in the Hamiltonian matrix and eigenvectors induced by ionic

motions lead to charge transfer as has already been discussed in the literature (see,

for example [65] ). Indeed, this problem stands also for covalently joined systems.

However, for systems made of the same atomic species, this effect is usually very

small both for periodic systems and for medium sized cluster. This point is related

to the transferability of the tight-binding parameters, discussed in appendix C.

(ii) As we are within the Linear Combination of Atomic Orbitals framework, spa-

tially separated systems should perform spatially separated eigenvectors. However,

the transition probabilities appearing in eq. 4.1, depend only on the energy differ-

ences. Therefore, non-zero transfer rates could appear between eigenstates localized

in separated regions of the space, leading again to unphysical charge transfer. This

effect can be effectively corrected by the introduction of the dipolar matrix discussed

in the next section.

(iii) The limit thermal distribution uses global parameters, and does not take

into account the multicomponent character; any non-thermal occupation will be

distributed across the entire system without considering the localized character of
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the excited eigenvector. This is a rather complex issue, especially if we want to

deal with non uniform multicomponent systems (as the multi-walled carbon nan-

otubes) and long simulation periods (so that electron thermalization cannot be sim-

ply disregarded). The standard procedure of including an energetic penalty for this

process [134] is not very appealing, because it will not avoid unphysical charge trans-

fer; instead, the geometrical configuration would change when electronic relaxation

takes place. By imposing local charge neutrality [65], the calculation would also be

very problematic; the physically meaningful laser-induced charge transfer would be

forbidden. Taking all these considerations into account, this third point requires a

major generalization of our simulation scheme, as will be discussed in the following

sections.

4.3 Extending the model I: Polarization Effects

As we are mainly concerned with frequencies in the visible and ultraviolet region,

direct coupling of the laser field with the ionic degrees of freedom is strongly hin-

dered. Still, field polarization effects would appear in the interaction between the

laser pulse and the electronic system.

In deriving equation 4.1, the Hamiltonian for the system in the presence of laser

irradiation is assumed to be of the form (see appendix F):

H = Ho +HI =
∑

m

Emĉ
†
mĉm +

∑

m,n

gmnĉ
†
mĉn (4.13)

where ĉ†m and ĉ†n are creation operators corresponding to given eigenstates of the

unperturbed Hamiltonian H0 with energies Em and En respectively. The operator

g coupling different levels through the laser irradiation has the general form:

gmn = E(t)Xmn (4.14)

but the dipole matrix, Xmn , is assumed to be constant and equal to the unity

for each (m,n) pair.

In order to account for polarization effects we have, as a first approach, to recall

the dependence of the transition probabilities which depend on the eigenvectors
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symmetry, and on the field polarization, i.e., we have to put back into play the Xmn

matrix.

A consistent formula for the dipole matrix can be derived without resorting to

external parameters starting from the Pierls substitution [135]. The original tight-

binding Hamiltonian is given by:

H0 =
∑

i,δ

εiδĉ
†
iδ ĉiδ +

∑

iδjη

τδη(Ri − Rj)ĉ
†
iδĉjη (4.15)

where now we are working in the localized orbitals basis, i.e. ĉ†iδ ,ĉ†jη create

electrons in atomic orbitals localized at atoms i, j, and with orbital symmetries

δ, η, εiδ are the onsite energies, and τδη(Ri − Rj) are the hopping parameters. The

Hamiltonian under an electromagnetic field with potentials (Φ,A) is transformed to:

H =
∑

i,δ

(εiδ + eΦ) ĉ†iδ ĉiδ +
∑

iδjη

τδη(Ri −Rj)

× exp

(
− ie

2~c
(Ri −Rj) · [A(Ri, t) + A(Rj, t)]

)
ĉ†iδ ĉjη

(4.16)

In the dipole approximation, we take Φ = 0 and assume that A is small and

does not depend on R (i.e. we neglect the magnetic field effects). Then, we have:

H =
∑

i,δ

εiδĉ
†
iδ ĉiδ +

∑

iδjη

τνη(Ri −Rj)×
(

1− ie

~c
(Ri − Rj) ·A(t) + ...

)
ĉ†iδ ĉjη (4.17)

Furthermore, the vector potential corresponding to a time dependent electric

field in the direction of the polarization vector εp can be written as:

A(t) = ~εpA(t) (4.18)

where A(t) is now an scalar quantity. We should have then, in the dipolar

approximation:

H = Ho +H1 = H0 − i
e

~c
∑

iδjη

τδη(Ri −Rj)× (~εp · (Ri − Rj)A(t)) ĉ†iδ ĉjη (4.19)

So, by recalling equations 4.15 and 4.14, we can write the dipole matrix elements

in the H0 eigenvectors basis set as:
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Xmn =
−ie
~w

∑

iδjη

τδµ(Ri −Rj)× (~εp · (Ri − Rj))Ciδ(m)C∗jη(n) (4.20)

where we have used the basis transformations between the localized orbitals and

eigenvectors basis:

ĉ†m =
∑

iδ

Ciδĉ
†
iδ (4.21)

Formula 4.20 can also be derived from the usual expression for the field-matter

interaction in the dipole approximation:

HI =
−eA · p
m0c

(4.22)

using a consistent formula for the momentum operator [135], taken from the k ·p
perturbation theory:

Piνjη =
m0

~
∇kHiν,jη(k) (4.23)

where the Hamiltonian at different points of the Brillouin zone of a periodic

system is given by :

Hiνjν(k) =
∑

L

eik·(Ri+RL−Rj)τiν,jµ(Ri +RL −Rj) + εiνδijδµν (4.24)

where RL is a lattice vector, equation 4.23 yields then:

Piνjν(k) =
∑

L

i(Ri +RL − Rj))e
ik·(Ri+RL−Rj)τiν,jµ(Ri +RL − Rj) (4.25)

so that equation 4.22, provides the same definition for the dipole matrix as

equation 4.20, when we consider k = 0. As a matter of fact, the definition of the

momentum operator 4.23 is inspired in the same kind of perturbative analysis which

lead us to the derivation of formula 4.20 in the first place [135].

Following the same steps as in appendix F, we can write, for the evolution of the

occupation as function of laser irradiation:
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dn(em, t)

dt
=

∫ ∞

−∞
dwg(w, t−∆t)|Xlm|2{n(em−~w, t−∆t)+n(em+~w, t−∆t)+2n(em, t)}

(4.26)

The dipolar operator can be further complemented with semi-empirical intra-

atomic terms. Nevertheless, in the frequency ranges we are interested (visible and

ultraviolet light), the terms coming from Eq. 4.20 dominate the absorption process;

contributions arising from inter-atomic terms would represent small corrections.

It is convenient to consider the influence of this modification in a highly un-

physical but simple to analyze system; a simple cubic carbon cluster consisting of

64 carbon atoms (see figure 4.2) with only two valence electrons by atom (hence,

no hybridization on the bonds). This is a highly unstable system, so we have per-

formed frozen-ions simulations; the atomic coordinates are held constant and the

occupation numbers are free to evolve according to equation 4.26, in the presence of

a laser pulse of fixed frequency and width. In order to make the test even simpler,

occupancy thermalization is hindered by setting a large value for the decay time

τee = 4400fs. We measured the forces occurring in the system in absence of laser

field Fi0 and follow the evolution of the excess forces

Fi(t)− Fi0,

during the duration of the laser pulse (200 fs integrated in 0.1 fs steps).

It is clear from figure 4.2, where the final configuration of excess forces is shown

for two polarization directions, that forces are larger in the direction of the applied

field. The average force magnitude in the laser direction is about 30% larger than

the perpendicular components (see figure 4.3).

The previous test demonstrates that equation 4.26 can lead to sensible differ-

ences in the ionic dynamics. However, in realistic systems, both symmetry, bond

hybridization and thermalization may frustrate polarization effects. As a second

test, we performed a simulation at low temperature (T0 = 14K) for a small capped

nanotube (110 atoms) with laser pulses parallel and perpendicular to the tube’s

main axis. We used again τe−e = 4400fs. The excess force configurations after laser

irradiation obtained in a frozen calculation and the Velocity Autocorrelation Func-
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Figure 4.2: Excess force field configuration after laser irradiation in a simple cubic

carbon cluster.
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Figure 4.3: The overall excess force magnitude for different polarization directions

in a cubic carbon cluster, P=(0,0,0) stands for not-polarized light.

tion (VACF) obtained in a normal simulation, and calculated after laser irradiation

are shown in figure 4.4.

Although the differences in the final force configurations are not as evident as in

the simple cubic structure (a behavior that may be related to the orbital hybridiza-

tion), it is still clear from the VACF that different vibrations have been activated

in the system. It is also interesting to look at the atomic charge configuration in

the frozen test, as they provide information on how the charge is moving when the

laser is applied. In figure 4.5, we can clearly observe how for parallel fields, there is

a clear charge transference from the center to the edges of the tube; something that

we do not observe for perpendicular polarization.

A major effect of using equation 4.26, instead of Eq. 4.1 in real simulations

(including thermalization effects), is witnessed in the amount of absorbed energy

obtained with a given laser intensity. As a matter of fact, using Eq. 4.1, the

absorption curve is described by the joint occupied-empty density of states
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Figure 4.4: Top: Final force configuration for a capped nanotube for electric field

parallel to the main axis (a), or perpendicular to it (b). Differences are significant

only at the atoms bound to the pentagonal cap. Bottom: Velocity autocorrelation

functions for both cases.
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Figure 4.5: Initial and final charge configurations for a capped nanotube during with

different directions of the electric field.
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a(w) ∼
∑

m=occ,n=empty

δ(Em − En + ~ω) (4.27)

meanwhile Eq. 4.26 relates the absorption to the RPA-like form of the imaginary

part of the dielectric function:

a(w) ∼
∑

m=occ,n=empty

δ(Em − En + ~ω)Pmn (4.28)

where Pmn is again the momentum operator. Whenever the differences between

these two prescriptions are significant, in the relevant frequency range, the absorbed

energy will be considerably different. Furthermore, the imposition of selection rules

related to Eq. 4.28, leads to a significant reduction in the maximum amount of

energy that the system could absorb.

The implementation of this kind of dipolar terms in the model, corrects partially

the problem of unphysical charge transfer; transitions between eigenvectors local-

ized on disconnected parts of the system are forbidden. It also provides valuable

selection rules and makes the calculation scheme more flexible. The computational

cost associated with this calculation is, unfortunately, high, as it involves large ma-

trix multiplication. The major drawback is that it is a first order approach, and

higher order processes leading to an increase of the effective transfer rate between

eigenstates cannot be taken into account.

4.4 Extending the model II: Multiple atomic species

The molecular dynamic scheme described above can be extended, relatively easy to

treat systems composed of multiple species (like binary semiconductors); provided

that a set of tight-binding and repulsive energy terms of the form of Eqs. 4.12 is

available for each pair of species. The parametrization tables can be constructed

by following the methods described in refs. [65, 132, 134], but to the best of our

knowledge, only Si-H and C-H interactions have been parametrized at present.

The C-H parametrization of ref. [65] would serve to illustrate the major point that

must be taken into account when dealing with several atomic species; how to deal
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with spurious charge transfers during the simulations. When different atomic species

are considered, a significant amount of charge can be unphysically transfered from

one site to another due to atomic motions. This problem is corrected by imposing

Local Charge Neutrality (LCN), meaning that the Mulliken charge on each atom

must be equal to the nominal valence of each atom:

Qi =
∑

m

∑

δ

|Ciδ(m)|2n(m) = Ni (4.29)

where Ni is the number of valence electrons in the i-th atom. In order to achieve

this condition, the onsite energy terms must be self-consistently shifted according

to εiδ = εiδ + ∆εi. As discussed in ref. [137], LCN is well justified for metallic and

many semiconductor systems. When the condition is satisfied, the forces can be

calculated just like in Eq. 4.7.

The relevance of LCN in this type of parametrization, especially for atoms with

very different electron affinities (as is the case for Hydrogen and Carbon), can be

easily inferred from figure 4.6, where the binding energy for methane with and

without imposing LCN is shown. There it is clear that this particular tight-binding

model, provides accurate results only when the LCN condition is satisfied.

As mentioned above, LCN is not very appealing when we consider laser irra-

diation. In particular if we want to consider processes such as fragmentation and

dissociation, in which emission of charged ions may occur [138]. In this extreme case,

the energy must also be extended in order to include the Madelung energy arising

from Coulomb interactions between charged ions. Although other approximations

are possible, it may be better to use a fully selfconsistent tight binding [139] when

a significant ionic character is expected.

However, for binary semiconductors, and medium sized clusters, this may not

constitute a major drawback. For these cases, only small charge transfer is expected

for reasonable interatomic-distances. Therefore, it would be possible to construct

reliable parametrizations, without resorting to the LCN condition, just as in the

case of the carbon-carbon, and silicon-silicon, parameters [133].
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Figure 4.6: Binding energies for the methane molecule as function of the C-H bond

length, calculated using the tight binding parametrization of ref. [65] with and with-

out considering LCN.

4.5 Extending the model III: Full density matrix

approach, a modest proposition.

The most appealing solution to the present drawbacks of our model is to move

forward to a full density matrix description, meaning that we do not assume ρ̂ to be

diagonal in the eigenvectors basis. This step would require not only a major change

in the used codes, but also much more computer resources. However, it would be

possible to treat more general problems. As a matter of fact, by implementing a

full density matrix approach, one could (i) go beyond the large wave approximation,

and (ii) include strictly all the polarization effects. In the following subsections, we

summarize our advances along this direction, as a guide for further development.
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4.5.1 Basic equations for the time evolution of the reduced

density matrix operator in the localized orbitals basis

set

As discussed above, the effect of the electromagnetic field on the material system

could be described via the Pierls substitution. In the basis set of localized orbitals,

the transformed Hamiltonian takes the simple form stated in eq.4.16; a shift of the

onsite terms, and a phase shift of the hopping interactions. Therefore, the equations

describing the material’s response to a laser pulse, may be more easily stated using

this basis set. In addition, in the localized basis one could include a microscopical

description of the e-e interaction (for instance, using the Hubbard approximation).

Here we derive explicit formulas for the evolution of the density matrix, that could

be useful for further works.

Let us start from the tight-binding Hamiltonian, written in the localized orbitals

basis set 4.15, where the usual anticonmutation rules for the creation an annihilation

operators apply:

[
ĉiδ, ĉ

†
kβ

]
+

= δi,kδδ,β; [ĉiδ, ĉkβ]+ =
[
ĉ†iδ, ĉ

†
kβ

]
+

= 0 (4.30)

Interaction with the laser field is going to be described via Pierls substitutions,

meaning that [135]:

tδηij (t) = tδη(Ri − Rj) ∗ exp
(
− ie
~c

(Ri −Rj) ∗ [A(Ri, t) + A(Rj, t)]

)
(4.31)

The scalar potential φ can be set to zero, by a convenient selection of the elec-

tromagnetic gauge.

Now we write the Liouville equation for the density matrix:

∂ρ̂

∂t
= − i

~
[H, ρ̂]−

[
∂ρ̂

∂t

]

col

(4.32)

where the reduced (single particle) density matrix elements are given by:

ρ̂lα,kβ = ĉ†lαĉkβ (4.33)
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First we focus on the term [H, ρ̂lα,kβ], which provide the coherent evolution of

the density matrix elements. For the commutators in the diagonal part of the

Hamiltonian, we have the following expressions:

ĉ†iδ ĉiδ ĉ
†
lαĉkβ =ĉ†iδ

{
δi,lδδ,α + ĉ†lαĉiδ

}
ĉkβ

= ρ̂iδ,kβδi,lδδ,α + ĉ†iδ ĉ
†
lαĉiδĉkβ

= ρ̂iδ,kβδi,lδδ,α + ĉ†lαĉ
†
iδ ĉkβĉiδ.

(4.34)

and

ĉ†lαĉkβ ĉ
†
iδ ĉiδ =ĉ†lα

{
δk,iδβ,δ + ĉ†iδ ĉkβ

}
ĉiδ

= ρ̂lα,iδδk,iδβ,δ + ĉ†lαĉ
†
iδ ĉkβ ĉiδ

(4.35)

So that subtracting the two terms in Eqs. 4.34 and 4.35, we obtain the first

contribution:

[∑

iδ

εiδ ĉ
†
iδ ĉiδ, ρ̂lα,kβ

]
= ρ̂lα,kβ (εlα − εkβ) (4.36)

The following contribution comes from the hopping parameters, and we have to

deal with:

ĉ†iδ ĉjηĉ
†
lαĉkβ =ĉ†iδ

{
δj,lδη,α + ĉ†lαĉjη

}
ĉkβ

= ρ̂iδ,kβδj,lδη,α + ĉ†iδĉ
†
lαĉjηĉkβ

= ρ̂iδ,kβδj,lδη,α + ĉ†lαĉ
†
iδ ĉkβĉjη.

(4.37)

And again for the other term in the commutator:

ĉ†lαĉkβ ĉ
†
iδ ĉjη =ĉ†lα

{
δk,iδβ,δ + ĉ†iδ ĉkβ

}
ĉjη

= ρ̂lα,jηδk,iδβ,δ + ĉ†lαĉ
†
iδ ĉkβĉjη.

(4.38)

So that by subtracting the two terms, we finally obtain the second contribution

in the coherent evolution:

[∑

iδ,jη

tδηij (t)ĉ†iδ ĉjη, ρ̂lα,kβ

]
=
∑

iδ

tδαil (t)ρ̂iδ,kβ −
∑

jη

tβηkj (t)ρ̂lα,jη (4.39)
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Equation 4.32 , with the explicit formulae of Eqs. 4.36 and 4.39, provides the

coherent part of the time evolution of the density matrix in the orbital basis set and,

then, it is possible to write

∂ρ̂lα,kβ
∂t

= − i
~
ρ̂lα,kβ (εlα − εkβ)− i

~

[∑

iδ

tδαil (t)ρ̂iδ,kβ −
∑

jη

tβηkj (t)ρ̂lα,jη

]
+

[
∂ρ̂

∂t

]

col

(4.40)

4.5.2 Collision Part

The second part in the Liouville equation represents the collision processes that

electrons undergo due to their mutual interactions. As stated before, we may treat

this part as a thermalization process that tends to cast the density matrix into a

thermal (Fermi) distribution. This process will be described by certain decay times.

So, in the eigenvectors basis we would have:

[
∂ρ̂m,n
∂t

]

col

=
ρ̂m,n − ρ̂om,n(µ, Tel)

τmn
(4.41)

Where the diagonal elements of ρ̂om,n(µ, Tel) are given by the Fermi distribution;

calculated as before, and off diagonal elements are all Zero. Now, we need at least

two decay times: one for the diagonal elements (in the eigenvector representation)

related to the time scale in which electronic occupations go to the Fermi limit,

and other for the non-diagonal elements related to the decoherence time of these

excitations (a process that takes place in a shorter time scale):

τmn =




τe−e if m=n

τdecoh if m6=n
(4.42)

The calculation of the electronic temperature could be achieved using the con-

ditions stated in Eqs. 4.3.

This approach would still suffer of spurious charge transfer, but it would be

possible to go far beyond the dipole approximation. Of course, as we are dealing

with the full density matrix, electron collision could also be phenomenologically

treated as diffusive processes by adding a term:
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[
∂ρ̂m,n
∂t

]

c

ol = −D∇2ρ̂ (4.43)

with some suitable diffusion matrix D.

The difficulties inherent to either of those approaches; a larger number of pa-

rameters, the need to resort to the eigenvectors basis in order to define the thermal

limit, the non-trivial supposition that Eqs. 4.43 and 4.41 provide the same evolu-

tion for connected clusters, make much more appealing the use of a microscopical

description of the e− e interaction such as the Hubbard model [136].

4.5.3 Energy and Forces

Equations 4.40 and a suitable collision part (phenomenological thermalization, diffu-

sion, Hubbard model or other selected method), describe the evolution of the matrix

density for a material system interaction with a laser pulse. With the density ma-

trix, the expected value of the electronic energy, and the corresponding forces, are

given by:

~FRi = ~∇ ~Ri
U = Tr

{
ρ̂~∇ ~Ri

H
}

(4.44)

Therefore, in principle we would not need to perform the Hamiltonian diagonal-

ization, in order to obtain energy and forces, provided that a suitable (unitary and

stable) algorithm, for the density matrix evolution is implemented.

4.5.4 Some Implementation Tips

In Eq. 4.40 we have N(N −1)/2 equations to solve (one for each diagonal and lower

diagonal term in the density matrix). The first issue to address is the stability of the

integration of this equations of motion. It is important to remark that the evolution

of the density matrix is now given by a complex Hamiltonian matrix, therefore the

density operator should be represented by complex matrix.

Following the evolution of the density matrix given in equation 4.40 would require

smaller time steps, when compared to those used in the actual implementation.

Efficiency considerations lead us to believe that it could be better to restrict this
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approach to the laser pulse duration (tens of femtoseconds, for ultrashort pulses),

and keep the old evolution scheme for the subsequent evolution of the system.

We do not need matrix diagonalization for the forces and energies. However, be-

fore turning the laser pulse on, the density matrix should represent the occupation of

the electronic levels, at the initial electronic temperature. Therefore, diagonalization

would be required at least during the required thermalization steps.

If the electronic thermalization approach is to be used, the thermal limit ρ̂o is

only easy to define in the unperturbed eigenvectors basis, where it is given just

by the Fermi distribution. In such approach, it would be necessary to calculate

the unperturbed eigenvectors at certain time steps and transform the diagonal (in

the eigenvectors basis) thermal limit, to the orbital basis set. Transformations to

the orbital basis set must be performed every time we consider that the electronic

temperature has changed. The Hamiltonian diagonalization would be required only

when the ions are moved, thus changing the orbital and eigenstates basis.

In order to summarize the previously stated considerations, we propose a proce-

dure that could be conveniently implemented:

1. If the laser is off, perform the dynamical evolution in the old, fast

and trustable fashion

2. As soon as we turn the laser on, use the occupations and eigenvec-

tors calculated in this time step to construct the density matrix (trans-

form to the orbital basis).

3. At this time step (ti), one should define a smaller time scale

(dtm) and evolve the density matrix according to equations 4.40, and a

suitable description for the collision processes. This time step may be

commensurable with the ionic time step. During this evolution we do not

require the forces, neither further diagonalizations. If the e-e collisions

are described by a phenomenological thermalization process, there are

two possibilities.

3a. If the electronic Temperature changes slowly enough (in the den-

sity matrix evolution time scale), one could assume it to be constant

between one and the next ionic step. Under this condition, it would be
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possible to evaluate the thermal limit of the density matrix only at the

beginning of the matrix evolution loop. It would be important to keep

track of the absorbed energy.

3b. Otherwise, it would be necessary to rewrite the thermal limit for

each dtm step, and perform the basis transformation.

4. At the end of the density matrix evolution loop, the system reaches

the next ionic step ti+1. At this time step, one should actualize the forces,

positions, unperturbed eigenvector matrix, electronic temperature, and

any other dynamical parameters depending upon the ionic-configuration.

5. Repeat again from step 3, until the laser pulse is shut down.

6. Look at the final density matrix in the instantaneous eigenvectors

basis, if there are any remanent (hopefully small), nondiagonal terms

switch them to zero and recast the problem in terms of the occupations.

7. Return to the old dynamics.
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Chapter 5

Releasing strain and relaxing the

curvature via a laser induced

process.

... don’t know what I want

but I know how to get it

Anarchy in U.K., Sex Pistols

5.1 Motivation.

While the quest for novel carbon-based nano-structures keeps going, a major con-

cern with controlling the final products has arisen; defects appearing during the

production stage have to be processed. The controlled introduction of structural

defects may be useful in material engineering; however, undesired defects must be

removed.

Recently, ultrafast laser irradiation has been shown to be a convenient way to

induce structural modifications -ablation, fragmentation, dissociation, phase transi-

tions - in graphitic and other covalent systems [41, 43, 140, 141], a fact that can be

related to the change in the effective potential surface seen by the ions when the

electrons get excited light beams [40, 45]. Even while typical laser’s wavelengths

are large at the nanometric scale, modifications at very short length scales can be
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achieved and, for instance, the possibility of cleaning up certain kinds of defects in

nanotubes have been proposed [142, 143].

The highest level of theory describing laser-matter interaction in solid state sys-

tems is the Time Dependent Density functional theory [142], which allows for an

accurate treatment of electronic excitations. This approach, despite the increase in

computational power, is very expensive when dealing with large systems and massive

electronic excitations. Relatively cheaper static Density Functional methods with

hot electron gases also provide satisfactory descriptions of massive excitations [42],

but they are still quite expensive and, as the electron temperature is manually set

up, the evolution of the system during the interaction time cannot be studied using

those models.

The theoretical framework discussed in the previous chapter, by its side, allows

for the description of larger system with affordable computational power. Reliable

qualitative descriptions of several laser induced processes including laser melting

of silicon, non-thermal fullerene fragmentation [145], selective phonon activation

[144] and cap opening [44] in nanotubes, and diamond graphitization [146] have

been obtained. Because of the rather large amount of excited electrons involved in

these processes, the dynamics is mainly driven by the electronic entropy and thus,

completely accurate description of the excited states is not crucial provided that a

judicious selection of the pseudo empirical parameters is made.

In this chapter we use the method described in chapter 4 to study the ultra-

fast response of graphitic systems under laser irradiation. A novel mechanism for

heptagon pentagon pair defects is found in nanotubes and fullerenes and damage

thresholds are found to be generally reduced by the presence of these defects.

5.2 Ultrafast response of defective graphitic sys-

tems

In this contribution we focus on graphitic lattices modified by the Π
2

rotation of

one single dimer. This kind of structural modification, known as Generalized Stone-

Wales (S-W) transformation [19, 120], introduces pentagon-heptagon pair defects
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in otherwise homogeneous hexagonal lattices, like nanotubes or graphene layers,

and, in general, changes the size of the carbon rings neighboring the rotated dimer

in other graphitic structure. In the Buckminsterfullerene C60 an S-W mechanism

transforms two pentagons into two hexagons and vice-versa. This 5-7 pair defects

appear commonly in carbon nanostructures. The generalized S-W transformation,

is believed to contribute to a wide variety of structural transformations including

diffusion [120], hydrogen adsorption [121], coalescence in fullerenes [19,120,147] and

nanotubes [148], and even in the annealing of general fullerene structures down to

the Buckminsterfullerene [120, 150] .

The energetics of the S-W transformation in graphene, nanotubes an fullerenes

has been intensively studied, and values for the barriers the systems have to overcome

to go from pristine to defective forms have been determined to lie above ∼ 5 eV

[19,120,121,150,151] although catalysis with adsorbed carbon atoms (self-catalysis)

can reduce the barriers significatively through Frenkel pairs generation [152]. The

inverse transformation going back from a defective structure to the homogeneous

one, has been less intensively studied. Under thermal conditions the systems could

go back through the direct transition path overcoming transition barriers of about

∼ 1.5 eV. Thermal processing may, nevertheless, induce other undesirable structural

changes.

5.2.1 Graphene.

First we considered a S-W transformed graphene layer as shown in figure 5.1. In

order to compare with the results from our simulations, the Minimum Energy Path

(MEP) -the one that most contribute in a thermally activated transition- going from

the defective to the perfect layer was calculated using the Climbing-Image Nudged

Elastic Bands Method (CI-NEB) [153] within the DFT framework. CI-NEB allows

for accurate determination of MEPs from a set of initial guesses -”images”- joining

the two extremes of the path, the images are let to interact through virtual springs

(hence they resemble an elastic band). We have used 16 images in our calculation,

allowing for accurate enough outputs. The calculated MEP path does not differ

fundamentally from the one proposed originally by Kaxiras et al [120] for the SW-
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Figure 5.1: Top, snapshots of the Minimum Energy Path calculated for inverse SW

transition in graphene using the CI-NEB. (a) The defective system with heptagon-

pentagon pairs, (b) Transition State exhibiting sensible compression of the rotated

dimer. (c) Perfect graphene layer. Bottom, the corresponding potential energy

showing the barrier

transformation and it is characterized by a sensible compression of the dimer bond

length providing an energetic barrier of about 4eV for the inverse SW-transition, a

value that is also well within the typical ones reported in the literature between 3-4

eV.

This barrier height, provides metastability to the 5-7 pairs. It is usually remarked

that out of plane motion of the dimer could reduce the transition barrier by reducing

the C-C bond compression, this possibility was already discussed by Xu et al. [133]

within a Tight Binding approach, revealing only minor changes for the inverse S-

W transformation barrier. Annealing out of 5-7 pair defects was also suggested to

occur for nanotubes in picosecond scales at temperatures around 4000K-5000K [155].

All into account, no evidence of inverse S-W transitions at room or moderated

temperatures has been reported , to the best of our knowledge, and these defects

are generally accepted as long lived species in that temperature regime, even further:

the mostly in-plain paths and related barriers, like that in ref [120] and in the present
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work, are widely used as sensible estimatives for the actual transition path [152,156]

features and only small changes of the activation barrier may be expected from out

of plane motions. In contrast, the highly non thermal processes observed in our

simulations and that will be discussed below, occur at times below 1000fs after laser

irradiation and with moderated values of the lattice temperatures (usually around

500 K).

Molecular dynamics simulations of the kind described in chapter 4 were per-

formed on a graphene supercell containing 96 atoms. The thermalization parame-

ters were taken as τee = 50fs and τel = 44ps, which are reasonable values according

to pump-probe experimental data on carrier relaxation process in graphitic sys-

tems [157]. The central laser frequency is 1.96 eV and its width is 50 fs, values

easily achieved in experimental setups, we did no attempt to tune in the laser fre-

quency to any particular feature of the absorption spectra.

The laser spot is quite larger than the simulation cell and we have used (a)

fixed supercell boundary conditions to simulate samples larger than the laser spot

where expansion can only occur at the sound velocity and then no volume changes

are expected during the simulated time, and (b) variable supercell conditions to

simulate samples smaller than the laser spot that, hence, undergo rapid expansion.

In each case the equations of motion are integrated using 0.1fs time steps.

Different laser intensities and, then, amounts of offered energy , were considered,

and the energy absorbed by the system - a quantity that with fixed frequency and

pulse width can be regarded from now on as a measure of the former- in a per

atom basis ranges from 0.77eV to 1.32eV, which are below the threshold for laser

ablation for the perfect lattice [128] . To this values of absorbed energy, a quite

significative amount of electrons (between 4% and 6% ) get promoted to excited

states and,correspondingly, electronic temperatures go up to 20000K. This rather

large fraction of excited electrons constitute a marked difference with the First

Principles studies on photo-excitation of Stone Wales pairs in carbon nanotubes

[142], where a single and well tuned electronic excitation is observed to induce

strong vibrations at the rotated dimer neighborhood but without compromising the

defect stability.
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Figure 5.2: Snapshots of the graphene response to a laser pulse, the laser peak

occurs at 100fs, and it’s intensity profile -envelope function- is shown to the right.

The rotated dimer is shown in blue. When the absorbed energy is 0.77eV per atom

(4% of the electrons are excited), low frequency vibrations are excited and strong

motions near the defect are noticeable. Color mapped surfaces below each snapshot

show the dramatized version of the Z-motion for the subjacent surface.

For the lower laser pulse intensities considered, the system undergoes strong

motions in the direction perpendicular to the layer, as is also observed in the case of

a perfect graphitic structure. Now, as shown in the snapshots of figure 5.2, especially

strong movements are induced near the rotated dimer.

The fact that low frequency modes are activated by the laser pulse is better

demonstrated by the evolution of the Power Spectra calculated from the Velocity

Autocorrelation Function. We have calculated this quantity by looking at the VACF

after laser irradiation as a function of laser intensity (absorbed energy). In order

to get accurate enough results, we have followed the motion in rather large times

( 6700fs). Most of the spectra in the low frequency range comes from the z-velocities
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Figure 5.3: Power spectra calculated after laser irradiation for different absorbed

energies. The spectrum for the thermalized sample is shown for comparison. The

spectrums are normalized to 1 in the region between 0 cm−1 and 4000 cm−1. Most

of the spectral power for the thermalized case lies in the region above 1000 cm−1

where the laser irradiated samples do not exhibit any significative feature.

correlation, meaning that the relevant modes are out of plane vibrations.. As can

be seen in figure 5.3 after irradiation several low frequency modes that were mostly

inactive under thermal conditions get strongly excited. For the thermalized sample

most of the spectral power is above the 1000 cm−1 region (not shown in figure 5.3 )

corresponding to the very local C-C stretching modes meanwhile the excited modes

lie below 400 cm−1. The last ones are most likely of the Z-Acoustic kind, their

frequencies being way below those of optical modes.

It is also important to remark that not one but several modes are stimulated by

the laser pulse. Indeed, the only spectra that is close to a single mode excitation

is that 1.32eV energy, i.e. just where defect healing occur and the spectra is, then,

mainly that of a clean graphene sheet.

Excitation of single vibrational modes, specifically bond stretching modes, has

been shown to follow laser irradiation for defective nanotubes with low but tuned

levels of excitation [142]. In our case, the laser pulse is not aimed to excite exclu-

sively electronic states localized on the defect. Consequently, the dimer bond length

exhibit large frequency oscillations (about 1650cm−1), which could be related to

those discussed in ref. [142], but those vibrations are mixed with the low frequency
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Figure 5.4: Evolution of the dihedral angle between the rotated dimer and an adja-

cent pentagon with time and absorbed energy. Dark points are the calculated data

and the smooth surface is a guide to the eye. Arrows are used to emphasize the

quite linear dependency between the value of the angle’s minimum (maximum) just

before (after) laser irradiation and the absorbed energy.

modes.

Still, the variety of excited vibrational modes summons and allows for rather

localized motion with the out of plane components near the defect being larger than

in the remaining cell. This out of plane motion of the Stone-Wales defect can be

nicely characterized by measuring a dihedral angle β between the dimer and two

carbon atoms in one neighboring pentagon (if the pentagon were to stay planar that

would just be the angle between the dimer and the pentagon plane). Following the

evolution of this angle with the absorbed energy we can see (fig 5.4 ) how the heigh

of the first value reached just after laser irradiation (around 220fs) changes almost

linearly with the laser intensity. When the angle reaches a certain critical value

after laser irradiation, one of the pentagon’s edges is broken and the inverse Stone

Wales transition proceeds. After defect healing (about 420 fs) smooth oscillations of

this angle can be seen related to the clear mode excitations observed in the Power

Spectra.

Some key steps in the inverse transition path are depicted in figure 5.5: strong

motions around the defective region are induced after the laser pulse peak (time near

160 fs) in a very similar fashion that for lower intensities , out of plane motion of the
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Figure 5.5: Frontal and lateral snapshots for the laser induced S-W transition. When

1.32eV per atom are absorbed (6% of the electrons are excited) the strong motions

are followed by bond breaking, out of plane rotation and, finally defect healing. The

rotated dimer is shown in blue.

dimer leads to the “liberation” of one the dimer’s end (time near 220fs), dimer moves

even deeper and β reaches its maximum value (around 280fs), dimer out of plane

rotation leads to a configuration closely resembling the intimate Interstitial-Vacancy

defect in graphite [152] (around 360fs), finally the defect is cleared up and a perfect

graphitic lattice is obtained (around 420fs). After defect healing the graphite layer

keeps moving in a rather well defined vibrational mode, as discussed above.

The out of plane trajectory followed during this laser induced transition would

be quite unlikely under normal thermal conditions, performing an energy barrier

(within the Tight Binding scheme) of about 12.4 eV, related to sensible bond stretch-

ing during the initial expansion, if the electrons were to remain in their ground state.

As shown in figure 5.6 this trajectory performs an even harder barrier than the CI-

NEB path (with the energies now re-calculated within Tight Binding in order to

make direct comparison). The fact that the change in the electronic occupation

ends up cleaning the barrier through the contribution of the electronic entropy to
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Figure 5.6: The free energy U, that ions would feel moving along the inverse SW

transition paths at several electronic temperatures. To the left: the laser induced

path; to the right: the CI-NEB path with energies calculated in the Tight Binding

approach.

the free energy has been discussed earlier in relation to the healing of 5-7 pairs in

carbon nanotubes [143].

The free energy on figure 5.6 exhibit some rather well defined oscillations after

healing is completed. Although the simulation time is not large enough to achieve

an accurate measurement, the period in this first peaks is about 380 fs, which would

closely correspond to the peak observed in the in the power spectra.

5.2.2 Single Walled Carbon nanotubes.

It is important to see whether curvature affects the healing mechanism found for

graphene layers. We have, therefore, performed a series of theoretical simulations

within the same spirit of the previous subsection considering 5-7 pair defects in

SWNTs 1.

We performed calculations on zigzag and armchair CNTs (these being both semi-

conductor and metallic, respectively) with at least 240 atoms in a supercell geometry.

1The original simulations demonstrating the possibility of 5-7 pair defects healing in carbon

nanotubes, were performed by A. H. Romero and H. Jeschke. The subsequent detailed study of

the inverse transformation mechanism in graphitic structures, has been developed by F. Valencia,

A. H. Romero, H. Jeschke and M. Garcia [158]
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We considered a SWNT possessing an individual 5-7-5-7 defect within the super-

cell. As in the case of graphene, once this defect is formed, an energy of the order

of 4-6 eV is required to return to the perfect hexagonal lattice tubule [120, 133].

The laser pulse and thermalization parameters are the same as the ones used for

graphene.

In Fig. 5.7, we show snapshots of the structural transformation of a (7,7) armchair

CNT upon excitation with a 50 fs pulse of Gaussian shape. The energy absorbed

by the CNT was 1.7 eV/atom. The first remarkable feature in the time evolution

of the CNT upon excitation is the presence of a coherent phonon, corresponding to

a large amplitude radial breathing mode [44]. During the first 400 fs, this vibra-

tion leads to a reversible bond breaking/reconstruction processes around the 5-7-5-7

defect (see upper panel of Fig. 5.7 (b)). Then, the laser induced change of the po-

tential landscape U starts to be noticeable, in particular in the defect region. The

two atoms building the dimer between the two heptagons moves together, keeping

their interatomic distance approximately constant, and breaking their bonds with

the surrounding atoms. During this process, which starts at ca. 400 fs after the

maximum of the pulse, the dimer performs a complex motion with one component

in the direction perpendicular to the nanotube wall, and another component ”in-

plane”. This motion ends up with the healing of the CNT and the elimination of the

5-7-5-7 defect via a Stone-Wales type rotation with a component out of the plane.

The final result of the trajectory of the dimer is a 90 degree rotation in the wall

(Stone-Wales-type transformation). Therefore, an ultrafast inverse SW transition

has occurred, induced by the femtosecond laser excitation (Fig. 5.7 (c)).

We have calculated the electronic density of states (DOS) and we obtained the

same features reported in Ref. [170], which indicates that we are dealing with the

same type of defect (2 heptagons with 2 pentagons). It is very important to stress

out that the bonding and antibonding states, related to the SW transformations,

are well described within our tight-binding approach, as can be seen from figure

5.8 where the electronic densities of states are reported for the same dynamical

steps chosen for the snapshots. This fact, i.e. that our tight-binding approach can

deal with the electronic structure all along the calculated trajectory, is of uttermost

22nd June 2005



5.2. Ultrafast response of defective graphitic systems 133

Figure 5.7: Snapshots of the response of a (7, 7)-CNT to a femtosecond laser pulse

leading to the healing of the SW defect. The relevant processes and the times

at which they happen (measured with respect to the maximum of the pulse) are

indicated. 22nd June 2005
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importance for our interpretation.

The mechanism driving this non thermal structural change comprises several

steps: 1. Activation of the molecular breathing mode, leading bonds breaking

around the 5-7-5-7 defect.

2. The large increase in the electronic temperature driven by the laser pulse: at

an electronic temperature larger than 20000 K, the radial expansion does not cost

energy.

3. The 5-7-5-7 defect becomes unstable because of the population of the anti-

bonding states.

4. Dimer motion with a significative out-of-plane (the plane is defined by the

surrounding bonds) component.

5. Suppression of the energetic barrier driven by the increase in the electronic

entropy.

5. Ultrafast annealing of the defect into hexagons.

As in the case of graphene, the mechanism is very different from what one can

expect in a thermally driven process. Calculations of the reaction path going from

the defective to the perfect tube within the Climbing Image Nudged Elastic Bands

Method (CI-NEB) method [153], 2 reveal a very different reaction path where the

5-7 defect goes through a transition state with an energy of 6.04 eV with respect to

the initial state, this configuration corresponds to the stabilization of a carbon dimer

with very small carbon-carbon distance (1.22Å) in the plane of the structure. After

crossing this transition, the dimer strain is relaxed by rotating it around its axis

and converting it to a perfect hexagonal tube. It is important to mention that the

dimer goes through a rotation in the same plane most of the time, which makes the

laser induced transition a characteristic one with respect to the transition geometry,

because it occurs via a 3D dimer rotation.

It is interesting to focus in the activation of the breathing mode prior to the

2ab initio calculations have been carried out using the Car-Parrinello approach [159] in the

framework of the density functional theory (DFT), using gradient corrections in the BLYP im-

plementation [160]. The Γ point only in the Brillouin zone has been considered, and we used

norm-conserving pseudopotentials [77] with s and p nonlocality for C and s for H
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Figure 5.8: The calculated electronic densities of states along the trajectory points

selected for the snapshots in figure 5.7. The initial and final steps show clearly the

expected behavior for a defective and perfect nanotube. The Fermi level is located

at “0” energy.
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Figure 5.9: Kinetic energy evolution during the simulation time for a (7,7) nan-

otube under laser irradiation for two different values of the absorbed energy. At

1.7eV/atom the inverse SW transition occurs. At 1.6eV/atom the system reaches

a metastable state with the dimer pushed into the tube. The configuration of the

defect neighborhood at the point where the initial vibrations dissappear is also dis-

played

transformation, as it plays a very important role in the subsequent structural re-

sponse. In figure 5.9 the evolution of the kinetic energy during the simulation time

for a defective (7,7) nanotube is shown. From the fluctuations it is clear that the

expansion observed in the simulations just after the laser pulse peaks (ref [143]) do

correspond to excitation of a vibrational mode with a frequency around 193 cm −1.

Again, this is not a pristine mode excitation as can be seen from the variation in

the fluctuation amplitudes. For times above 400 fs this mode is no longer supported

by the samples. As a matter of fact, around 400 fs the out of wall component of

the SW dimer reaches its maximum value and the dimer gets free from one of the

pentagons, this point can be considered the onset for the inverse SW transition.

When the absorbed energy is not enough to efficiently smooth the barriers be-

tween the break point, around 400 fs, and the perfect nanotube, the system do not

undergo ultrafast transformation and get stuck in a metastable (in the simulation

time scales of thousand femtoseconds) state with the dimer pointing inwards. The

barrier separating this state from the perfect nanotube should be somewhere below

5 eV (value with Tel=300K) and it is still possible for the system to go to the perfect
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lattice even if not performing an sub-picosecond transition.

The intermediate steps in the laser induced inverse S-W transitions are quali-

tatively the same as those found for graphite despite the differences in curvature.

Simulations on a (12,0) zig-zag nanotube revealed the same behavior [158].

5.2.3 SW transformations in Fullerenes

The ability of femtosecond laser pulses to induce structural transformations in car-

bon fullerenes has been already shown in the literature [43, 127, 162]. Now, one

would like to know if it is possible to observe the same kind of laser healing as that

witnessed for carbon nanotubes and graphene layers.

First, we have considered the ideal Buckminster fullerene C60 molecule in which

we performed a generalized S-W transformation, as shown in the figure 5.10.

This transformation leads to the formation of 5-5 pairs in two sites of the

molecule, this C60 isomer, a C2v fullerene, is a generally believe to be a funda-

mental step in the transformation from any of the 1812 C60 fullerenes into the most

stable Buckminster fullerene, a barrier of about 4 eV for the inverse transformation

could be expected according to the analysis of ref [150]. Then, the question about

laser healing is related to efficient annealing of C60 isomers down to Buckminster

fullerenes.

We thermalized the system at 300 K and 600 K, and it is shown to be stable at

these temperatures.

Then, we applied laser pulses with different intensities. The absorbed energies

go from 1.1eV/atom to 1.8eV/atom (for the 300K ionic temperature), and to 1.6

eV/atom (for the 600 K temperature). The duration of the laser pulse was 50

fs, and its frequency was 1.9eV. The output of this simulations is that the only

mechanism in which the relaxes the stress of the 5-5 pairs is by fragmentation of the

molecule, thus emitting one atom from each 5/5 pair and then form octagonal rings.

This can be easily achieved with laser pulses intensities of 1.7eV/atom (at 300K

initial ionic temperature) and 1.6eV/atom (at 600 K initial ionic temperature).

The ionic temperatures remain relatively low (close to the initial values ) during

the simulations. Subsequently, the absence of healing was observed in this type of
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  (400 fs)   1000 fs    (1000 fs)

Figure 5.10: Snapshots from the response of a C2v fullerene to a laser pulse. Initial

lattice temperature is 300 K. Configurations after laser irradiation are shown at

different absorbed energy values. The rotated dimer is shown in blue and pentagons

in red.
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defective fullerenes. The fragmentation process is lead by strong excitations of the

molecular breathing mode.

We also looked for 5-7-5-7 transformations in a larger fullerene: C500 (see figure

5.2.3). In this case we observed at 1.15eV/atom, some of the steps of the inverse

SW transformations described earlier: coupling with the breathing mode, bond

breaking near the SW transformed dimer and out of plane rotation of the SW

transformed dimer. Nevertheless, the dimer stays in a metastable state (formation

of octagonal rings) during a rather large time (in the simulation time scale), and

then returns to the 5-7-5-7 configuration. Electronic temperatures reach values

above 20000K, meanwhile ionic temperatures remain relatively low (about 500K).

At smaller radiation doses, the system just breath. At higher doses fragmentation

was observed; atoms belonging to heptagonal rings are emitted at about 1.18eV.

Therefore, the energy window for laser induced inverse S-W transformations would

be very narrow.
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5.3 Ultrafast response of fullerenes inside nan-

otubes.

Finally, we looked for the possibility of laser assisted annealing of fullerene molecules

encapsulated inside a nanotube (peas in a pod). The interaction of the fullerenes

with the nanotube, was simulated by a Lennard Jones potential wall, with constant

mass density set at a fixed radios. The resulting confining potential as function of

the polar coordinate ρ was introduced within the molecular dynamics cycle.

The forces do not strongly depend upon the relative orientation of the fullerenes.

Therefore, the C60 molecules are free to rotate, a fact that was observed during

the thermalization steps. We have considered several initial conditions for the laser

pulse irradiation: facing pentagons, facing hexagons and facing bonds. The initial

distances between the fullerenes are set to 3.1Å. We have used a periodic model

with three c60 molecules per cell, and a cluster model with two fullerenes. The laser

pulse duration is set to 20fs and the frequency is 1.96eV. We used laser intensities

below, but close to, the damage thresholds of 2.1eV [43]. In that absorbed energy

range we can expect the generation of several dangling bonds in each fullerene, a

necessary step for the annealing process. Initial lattice temperatures of 600K and

300K were used in the simulations. Although configurations with several dangling

bonds were achieved, no annealing of the fullerenes was observed in the periodic

model. The dangling bonds are not symmetrically generated, thus hindering the

annealing process. As a matter of fact, the non-thermal fragmentation mechanisms

observed for the C60 fullerene [43], consisting mostly of segregation of chains, does

not seem to be particularly suited for the annealing process.

The results for the cluster model are summarized in the snapshots of figure

5.11. It is possible to stablish a bridge between the two fullerenes, starting from

a configuration with a bond shared by an heptagon and an hexagon, in the first

fullerene, is faced to a bond shared by two hexagons in the second fullerene. The

bridge involves the formation of an heptagonal and an octagonal ring, containing

two atoms of the second fullerene. This effect is seen at times c.a. 680fs after laser

irradiation, and requires c.a. 1.7eV/atom. At times c.a. 1000fs, there remains
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two dangling bonds in one of the fullerenes, and no dangling bonds in the other.

Subsequent re-arrangement of the bonds occur until an stable dimer is formed (c.a.

2500 fs). Molecular dynamics at constant temperatures up to 1000K were performed

on the resultant dimer, and the structure shows to be metastable.
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Figure 5.11: Snapshots of the ultrafast response of two neighboring fullerenes under

the action of a 20fs and 1.96eV laser pulse. The results shown are for Tinit=300K.

Several facing conditions are examined. In the bottom panel, 7- and 9- membered

rings appearing in the dimer, are colored in blue and red, respectively.
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Chapter 6

Conclusions and outlook

The geometrical structure and electronic properties of cubane chains (polycubanes)

have been investigated. In general, these chains exhibit, large electronic band gaps.

The stability of two dimensional cubane networks was also studied, and a reduction

of the electronic band-gap was observed. When doping polycubanes with hydrocar-

bon and nitrogen groups, narrower electronic band gaps appeared, without altering

significantly the mechanical stability. In the case of NO and NS groups as dopants,

half-filled valence bands were observed. However, the effective masses for holes in

the valence band, and electrons in the conduction band, would be large (between 1.5

to 17 times the electron mass), because of the molecular character of these polymers.

We studied crystalline arrangements consisting of negatively curved carbon atoms.

The energetics and electronic properties of these systems were calculated. These are

strongly dependent on curvature. However, the presence of 7-, 8- , and 5- membered

rings, leads to clear differences between these curved structures. The local topol-

ogy of these structures could be modified by performing relatively small atomic

re-arrangement, which resulted in modifications of their electronic properties. In

this context, we demonstrated the relevance of calculating a proper relaxation of

these negatively curved carbon structures.

The possibility of doping these crystals with either Nitrogen or Boron, was also

investigated. We conclude that doping may be achieved by direct atomic substitu-

tion of carbon atoms with stoichiometries below 1/24. The shape of the electronic

DOS of the doped systems is inherited from that of the pure carbon framework.
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Addition of Boron or Nitrogen, changes the number of valence electrons in the sys-

tem. Therefore, the electronic properties of these doped crystals are dramatically

different. The introduction of pyridine-like groups was shown to be possible in open

Schwarzite frameworks. This doping induces significant variations in the geometri-

cal structure near the pyridine inclusion, and notorious differences in the electronic

structure. These results should be of relevance in the study of spongy and reactive

carbons, for which the topology of Schwarzite structures has been experimentally

observed [35].

In the context of experimental identification of these curved structures, the vi-

brational and EEL spectra were calculated, thus providing useful.

The investigation of femtosecond laser induced transitions in carbon nanostruc-

tures, revealed the possibility of healing of 5-7-5-7 defects into hexagonal rings in

graphitic structures. This healing mechanism could be activated with experimen-

tally available laser pulses (durations ∼ 50 fs, frequencies ∼ 2 eV, and energies

∼ 1.5 eV/atom). This transition could be related to the experimental observations

reported in ref. [168], on laser irradiated nanotubes. The laser-induced inverse gener-

alized S-W transformation (conversion of 5-7-5-7 defects into 6-6-6-6 rings) proceeds

in a characteristic fashion. Here, we noted strong out-of-plane components of the

rotated dimer motion are required prior to the dimer’s rotation, and the formation

of 6-6-6-6 rings.

The laser induced fragmentation mechanisms of C2V fullerenes (the Buckminster

fullerene with a generalized S-W transformation), were also studied. The fragmen-

tation was observed to start from the atoms shared by two pentagons.

For a larger (C500) fullerene with a generalized S-W transformation, we witnessed

some of the steps observed for defect annealing in graphite and nanotubes. However,

the absorbed energy required for laser healing, seems to be very close to the frag-

mentation threshold of the system, a condition that does not favors the possibility

of laser induced inverse S-W transformations.

The possibility of laser induced dimerization of fullerenes encapsulated in a car-

bon nanotube was also demonstrated. The resultant dimer is bridged by 7- and 9-

membered rings. This dimer is metastable, and no further annealing was observed
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for temperatures up to 1000K.

We have extended the framework for the description of laser-matter interactions,

in order to include polarization effects, and the possibility to deal with multi-species

systems (binary semiconductors, for instance).

6.1 Further work

6.1.1 Polycubane polymers.

Cubane based polymers sill requires further studies. The growth of different pat-

terns, and the evolution of the physical and chemical properties would be of exper-

imental interest. The identification of paths leading to the 3D-supercubane struc-

ture [67] could also be of technological relevance.

The effects of substituting the hydrogen terminations with functional groups,

could be investigated; especially the electronic properties, and the solubility of the

polymer chains.

The interaction of polycubane polymers with biological systems, would be rele-

vant for the pharmaceutical industry. Therefore, alternative methods for studying

these system should be developed.

6.1.2 Negatively curved carbon structures.

Additional theoretical characterization, aimed to the experimental identification of

Schwarzites structures is required. The calculation of Raman and Infrared spectra,

may be relevant in this context.

The study of the chemical and catalytic properties of Schwarzites structures,

should also be investigated in detail.

The potential use of these structures for the fabrication of gas storage devices is

also an interesting issue. Molecular dynamics simulations may help to stablish their

adsorption capability.

The synthesis of disordered Schwarzites have been experimentally achieved [35].

Therefore, it is also important to clarify the effects of disorder in the electronic
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properties of the Schwarzites.

6.1.3 Laser-matter interaction.

The tight-binding, non adiabatic molecular dynamics framework used in this work,

could now be applied to a large variety of atomic systems. Therefore, novel nano-

systems could be studied in this context.

Further improvements to the theoretical framework, especially the generalization

to a full density-matrix formalism, should be developed, but this may be worth of a

Ph. D. research.

The potential use of laser irradiation in the synthesis of novel carbon structures

(for instance Schwarzite crystals), should also be addressed.

6.1.4 Synthetic paths for Schwarzite structures

The witnessed laser induced dimerization of fullerenes, suggest the possibility of

achieving negatively curved carbon structures using laser annealing of fullerite crys-

tals.

The templated pyrolysis of carbon precursors, especially using templates with the

topology of minimal surfaces (zeolites), may also lead to periodic minimal surfaces.
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Appendix A

Essentials on many electrons

physics.

I’m a soldier of freedom in the army of man

We are the chosen, we’re the partisan

The cause it is noble and the cause it is just

We are ready to pay with our lives if we must.

Ride across the river, Dire Straits.

A.1 The many body problem of condensed mat-

ter.

I love the style of those great classical text books such as Pine’s Elementary exci-

tations in solids so let me begin with the usual equations. A system of N atomic

species of charge Zi with iε(1, N) is described by the Hamiltonian operator:

H = Hion +Helectron +Helectron−ion (A.1.1)

where

Hion =

N∑

i=1

1

2Mi
P 2
i +

1

2

N∑

i6=j
V (Ri − Rj) (A.1.2)
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Helectron =

Nel∑

i

p2
i

2me
+

1

2

Nel∑

i6=j

e2

|ri − rj|
(A.1.3)

Helectron−ion =
∑

i,j

v(ri − Rj) (A.1.4)

Ri are the ionic coordinates and ri the electronic ones. The number of electrons

in the system is, in principle Nel =
∑

i Zi. The ion-ion interaction (V ), and the ion-

electron interaction (v), are just equal to the Coulomb interaction if all the electrons

in the systems are considered. The full system, at zero temperature, is described by

a many body wave function with both ionic and electronic coordinates as degrees of

freedom, and which satisfies the Schrõdinger equation:

HΨ(R1, ..., RN , r1, ..., rNel) = EΨ(R1, ..., RN , r1, ..., rNel) (A.1.5)

We must not, in general, attempt to solve exactly equation A.1.5 as it describes

an absolutely formidable problem, even though it does not consider the full problem

of a material; we have neglected ionic internal degrees of freedom and relativistic

effects and restricted ourselves to the zero temperature limit so that the system is

described by a wave function and not by an statistical mixture.

Let us recall the usual approximation hierarchy that lead us to complex but

solvable systems.

In quantum mechanics, the space of solutions of a multi particle system is con-

structed from the Hilbert spaces corresponding to each particle, via the tensorial

product. This means that the Hilbert space to which the wavefunction Ψ belongs

is a subspace of the product between the Hilbert space for the ions and the Hilbert

space for electrons:

Hmaterial = Helectrons

⊗
Hions (A.1.6)

meaning that the wavefunction is a superposition of waves with separated elec-

tronic and ionic degrees of freedom:

Ψ(R1, ..., RN , r1, ..., rNel) =
∑

λ

Cλψλ(R1, ..., RN) ∗ Φλ(r1, ..., rNel) (A.1.7)
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Where λ runs over a suitable collection of indexes.

A.2 Un-coupling the fast electrons from the slow

ions: The adiabatic approximation.

If the electron-ion interaction is switched off, the Hamiltonian would be separable in

ionic and electronic coordinates. Suitable solutions of the Schrõdinger equation could

be found with a single term in the sum A.1.7. It would be tempting, then, to treat

the v(r−R) interaction within a perturbative scheme and derive the wavefunctions

from the un-coupled terms. Nevertheless, the electron-ion potential is far from being

a perturbative term, so that this approach would not make sense from the physical

point of view. Another approximation scheme , named the adiabatic approximation,

is still available and can lead us to a different kind of separability of the wavefunction.

Let us now consider this method in more detail because it will lead to the well known

Born-Oppenheimer approximation 1, one of the most widely used approaches in solid

state physics and quantum chemistry, and whose validity is assumed throughout this

work.

First of all, nuclear masses are much larger than electronic masses (by a factor of

at least 1/10000 ), meanwhile the electrostatic potentials felt by nuclei and electrons

are mainly of the same order of magnitude. This means that, typically, electronic

velocities are much larger than nuclear velocities by the same nuclear mass to elec-

tronic mass ratio. Then, from the point of view of electrons, nuclei move very slowly

and they can follow closely any changes in the nuclear positions. We now propose a

separation of the wavefunction into slow and fast changing parts:

Ψ = Φ(r, R)ψ(R) (A.2.8)

1Indeed they are some differences between the Born-Oppenheimer and the adiabatic approxi-

mation, at least in their original form, but now it is becoming customary to use the same name

for both of them, and as long as this is not a book on quantum mechanics, we will follow this

convention
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where we have omitted the sub-indeces for the nuclear and electronic coordinates

just for simplicity. The dynamically slow part (ψ) depends only upon the nuclear

degrees of freedom, meanwhile Φ depends both upon the electronic degrees of free-

dom and parametrically on the nuclear coordinates. It is important to recall that

Eq. A.2.8 is not a separation into electronic and nuclear coordinates, a separation

that we have already dismissed. The difference between the time scales associated

with electronic and nuclear motions, makes reasonable this slow/fast separation pro-

posal. With this separation, the dynamical evolution is given by the two coupled

equations:

i~
∂Φ

dt
= (Helectron +Helectron−ion)Φ (A.2.9)

and

i~
∂ψ

∂t
= Heffψ (A.2.10)

where

Heff = Hion + 〈Φ |Helectron +Helectron−ion|Φ〉 (A.2.11)

In the first evolution equation, the ionic coordinates are treated as parameters,

not as degrees of freedom. Equations A.2.9 to A.2.11 forms the already mentioned

Born-Oppenheimer scheme. In simple words, these equations represent electrons

moving in the presence of slow nuclei and, at the same time, provide an effective

potential surface for the nuclei to move. In this sense, equation A.2.9 could be

regarded as the electronic part of the system and the corresponding Hamiltonian

could be refereed as an electronic Hamiltonian, even though there was never a strict

separation of the corresponding degrees of freedom (note that nuclear coordinates

appear still in the electronic Hamiltonian, although only in a parametric way).

When the nuclei are slow and massive enough, the system of equations A.2.9 to

A.2.11 can be further simplified, so that the nuclei can be treated in a classical way.

Therefore equation A.2.10 can be replaced by:
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d2R

dt2
= − ∂

∂R
(Heff) (A.2.12)

Equations A.2.9 and A.2.12 constitute the framework of the well known Molecu-

lar Mechanics, and are widely used in solid state physics. In particular, our studied

systems can be described within this regime.

Unfortunately2 we have still to solve the many electrons problem of equation

A.2.9 , and this implies still more approximations, some of which we will discuss in

the following paragraphs.

A.3 General description of the electronic sub-system

The electronic wavefunction belongs to the tensor product space of Nel single par-

ticle’s Hilbert spaces

Helectrons ⊂ H(Nel) = H1

⊗
H2

⊗
· · ·
⊗
HNel (A.3.13)

Because electrons are identical particles, particularly fermionic particles, their

associated wavefunctions must be antisymmetric under the interchange of any two

particles:

Φel(P (r1, ...rNel)) = (−1)pΦel(r1, ...rNel) (A.3.14)

where P is any permutation and p is the parity of P . So that Helectrons is a

subspace generated by the anti-symmetrized wavefunctions usually referred as Slater

Determinants. Given a Nel-tuple of ordered indexes

c = (c1, c2, ..., cNel)

and a set of single particle’s wavefunctions {φν} indexed by an ordered3 set {ν}, we

define the slater determinant corresponding to the N-tuple c of indexes as:

2Maybe fortunately. The richness of phenomena associated with, and theoretical approxima-

tions related to, the solution of the many electrons systems is worthy of headaches that such a

complex problem brings to physicists!
3Order is only required to avoid sign ambiguity in the electronic wavefunctions
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ΦA
c = A(φci(x1)φc2(x2)...φcNel (xNel)) =

=
1√
Nel!

∑

P∈SNel

(−1)pP [φci(x1)φc2(x2)...φcNel (xNel)]

≡ 1√
Nel!

det[φci(xcj )]

(A.3.15)

where where A is the anti-symmetrization operator, SNel is the set of permuta-

tions of the Nel indexes in c , and xi stands for spin and position coordinates of each

particle. One of the most important properties of the Slater determinants is that

whenever more than one instance of a given orbital appears in the sum A.3.15 the

output is identically null (the Fermi exclusion principle).

The anti-symmetrization operator A is a projector in the space of identical par-

ticles and the Hilbert space for electrons is then the image under A of H(N) :

Helectrons = A[H(Nel)] (A.3.16)

If the set {φν} is a basis for the Hilbert space of a single particle Hi, then the

set of Slater determinants, {ΦA
c } with every possible Nel − tuples {c} of indexes in

{ν}, is a basis for Helectrons. Even further, if {{φν}} is an orthonormal basis so it is

the {{ΦA
c } basis.

Because in several situations (ionization, for instance) the number of electrons

in the system changes, it is comfortable to work not in the Hilbert space of Nel

electrons by in a general Hilbert space for any number of particles:

F =
∞⊗

nel=1

Helectrons(nel) (A.3.17)

This space is known as the Fock space. In F we define a linear operator ĉk that

we call annihilation operator through its action on the element of the basis (Slater

determinants):

ĉkΦ
A
(c1,...cn) = 0, if k /∈ (c1, ...cn)

= (−1)j−1ΦA
(c1,...,cj−1,cj+1,...,cn), if k = cj

(A.3.18)

The annihilation operator, therefore, crosses out the orbital φk from the slater

determinant, or destroy the wavefunction if φk was not in the Slater determinant. Its
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adjoint operator ĉ†k is called the creation operator. From the definition of adjoint , we

have that given the n−tuple c = (c1, ...., cn) and the (n+1)−tuple b = (b1, ...., bn+1),

< ĉ†kΦ
A
c |ΦA

b > =< ΦA
c |ckΦA

b >

= (−1)j−1 < ΦA
c |ΦA

(b1,...,bj−1,bj+1,...,bn+1) > if k = bj

= 0 otherwise

As stated above, if {φν} is an orthogonal basis the slater determinants are also or-

thogonal and the output vanishes unless the n−tuples c and b̄ = (b1, ..., bj−1, bj+1, ..., bn+1)

are the same. If k ∈ c the product will always vanish: if k /∈ b the annihilation op-

erator vanishes the ΦA
b , if k ∈ b there is not possible that c = b̂. When k /∈ c , the

result will depend on whether the two n − tuples are the same. If c = b̄ it is also

true that b = c̄ where c̄ is the (n+ 1)− tuple c+ {k}. Therefore we can write:

< ĉ†kΦ
A
c |ΦA

b > = 0 if k ∈ c

= (−1)j−1 < ΦA
ĉ |ΦA

b > otherwise

Where j is the position of k in the ordered (n + 1) − tuple c̄ = c + {k}. This

means that :

ĉ†kΦ
A
c = 0 if k ∈ c

= (−1)j−1ΦA
c̄ otherwise

Therefore, the action of the creation operator is to introduce a new orbital φk in

the slater determinant. As both creation and annihilation operators are linear by

definition, their action on an arbitrary wavefunction is given as a superposition of

their actions on slater determinants expanding the wavefunction.

The most important algebraic properties of creation-annihilation operators are

their anticonmutation relationships:

[ĉk, ĉk′]+ = [ĉ†k, ĉ
†
k′]+ = 0

[ĉk, ĉ
†
k′]+ = δkk′

(A.3.19)

which can be easily proved from their action on slater determinants, and are the

fermionic counterparts to the harmonic oscillator algebra. From those operators, we
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can also define the number operators:

n̂k = ĉ†kĉk,

whose action on any slater determinant is given by:

n̂kΦ
A
c = ΦA

c if k ∈ c

= 0 if k /∈ c,
therefore, nk measures the number of times that the orbital φk is in the Slater

determinant, which, as stated before, can only be 0 or 1. The Slater wavefunctions

can, therefore, be seen as eigenvectors of the number operators:

ΦA
c = |n1, n2, n3, n4, ..., nNel >

where ni = 0 if i /∈ c and ni = 1 for i ∈ c. We define the vacuum state

|0 >= |0, 0, 0, ..., 0 >

as the state with zero occupied orbitals, i.e. with ni = 0∀i. This state must

not be confused with the null vector 0. Obviously, the action of any destruction

operator on the vacuum level is the null vector.

ĉk|0 >= 0

If an unitary basis change is performed in the single-particle’s basis set so that:

χk(x) =
∑

j

D∗jkφj(x)

the creation operators related to the new basis set {χk} can be easily shown to

be given by:

â†k =
∑

j

D∗jkĉ
†
k

and the corresponding hermitic adjoint expression for the annihilation operators.

The anticonmutation relationships are preserved through this unitary transforma-

tion.

22nd June 2005



A.4. Single particles in an effective field: the Hartree-Fock method. 174

Any observable can be written in terms of the creation annihilation operators,

in particular for one- and two-particle’s operators:

Ô =

Nel∑

i=1

= ô(xi) =

Nel∑

i,j=1

< φi|ô|φj > ĉ†i ĉj

V̂ =

Nel∑

i,j=1,i6=j
v̂(xi, xj) =

Nel∑

i,j,k,l

(< φi|⊗ < φj|)
∣∣v̂
∣∣(|φk > ⊗|φl >)ĉ†i ĉ

†
j ĉlĉk,

(A.3.20)

results that can be obtained by straightforward application of the formulas at

the R.H.S of A.3.20 on the slater determinant’s basis. When all the operators are

written in terms of the creation and annihilation operators, the problem is said to

be written in second quantized form. This denomination stands from the fact that

for the particular case when the basis functions for the single-particle’s space are the

eigenvectors of the position operator, the associated creation-annihilation operators

χ̂†i(x) and χ̂i(x) (known as field operators) create and destroy particles localized at a

given spatial point. Single particle’s operators, for instance, can be written in terms

of the field operators as:

Ô =

∫
dxχ̂†i(x)ô(x)χ̂†j(x), (A.3.21)

an expression that certainly looks like the usual expression in quantum mechanics

but with the wavefunctions treated like operators. Second quantization is a very

helpful tool in the many body problem, as it allows for fancy formulations of, for

instance, perturbative expressions and treatment of addition-removal of electrons

within the same framework.

A.4 Single particles in an effective field: the Hartree-

Fock method.

A major breakthrough in the solution of the many electrons problem A.2.9 is the

Hartree-Fock proposal. This assumes that the wavefunction can be described by

a single Slater determinant , i.e. that the system of interacting fermions can be

mapped into an effective system of non interacting ones, and then find the best
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effective non-interacting system to describe the problem using the system of equa-

tions:

HHF =

Nel∑

i=1

(
1

2me

p2
i + viHF (r)) (A.4.22)

HHFΦ = EΦ (A.4.23)

Φ = ΦA
c =

1√
Nel!

det[ϕci(rcj )] (A.4.24)

Both the Hartree-Fock (vHF ) potential and single particle wavefunctions ϕi are

unknown. By imposing the condition that the energy (i.e. expected value of the

exact electronic Hamiltonian) in the non-interacting wavefunction must be minimal,

the variational condition is expressed by:

δ

δϕi
(< Φ |H|Φ > +

Nel∑

i=1

εi

∫
ϕ∗i (r)ϕi(r)) = 0 (A.4.25)

where the Lagrangian multipliers εi fix the normalization condition, one can,

then, arrive to the Hartree-Fock equations :

[
~2

2me
∇2 + Vext(r)ϕi +

Nel∑

j=1

∫
d3r′n(r′, r′)

e2

|r′ − r|

]
ϕi−

∫
dr′n(r, r′)

e2

|r′ − r|ϕi(r
′) = εiϕi(r)

(A.4.26)

the density matrix is given by:

n(r, r′) =

Nel∑

i=1

ϕ∗i (r)ϕi(r
′)

The external potential in equation A.4.26 comprises both the electron-ion poten-

tial and any other local external force. The last, non-local term in the LHS comes

from the anti-symmetrization and is usually referred as the exchange potential. This

term is related to the energy required to exchange the position of a given (i) particle

with each one of the remaining particles in the system (j). In the Hartree-Fock ap-

proach, each particle feels the same potential, arising from the interactions among

all the particles in the system, that is is the reason for referring to HF as a Mean

Field method.
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Equation A.4.26 do also provide an explicit method to construct the Hartree Fock

potential, but for accomplishing this step, we need the single particle solutions which,

in turn, require knowledge of the potential. In order to solve this problem, we must

resort to an iterative method; a set of trial single particles wavefunctions is chosen,

from them it is possible to calculate the Hartree-Fock potential and recalculate the

wavefunctions. The process continues until the new wavefunctions/potentials are

the same as the old ones. For this reason, Hartree-Fock is called a Self Consistent

Method.

The total energy of the system in a given Slater determinant is given by:

E =< ΦA
c |H|ΦA

c >=

Nel∑

i

εci

The ground state of the electronic system is constructed by selecting from the, in

general infinitely many, solutions of the single particle equation, the Nel with lowest

energies

ΦGS(Nel) = ΦA
c0

where c0 is the Nel − tuple of indexes for the orbitals with lowest energies. The

states in this ground state slater determinant are referred as occupied orbitals, and

those with higher energies as empty or virtual orbitals.

Hartree-Fock is a very useful method, and a really beautiful work of physics

(at least in our opinion). It provides, within simple and physically clean roots, the

best description for a system of interacting Nel electrons using a non-interacting

electronic wavefunction, validated by the total energy minimization principle.

When a Ionization process takes place and one electron is extracted from the

system, and if we assume that the H-F orbitals does not change due to the remotion

of one electron (an approximation that is reasonable when the number of electrons is

large enough) the ground state wavefunction for the cation could be approximated

by:

ΦGS(Nel − 1) = ΦA
c−{k} = (−1)k−1ĉkΦGS(Nel) (A.4.27)
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where k is one of the orbitals in the ground state wavefunction of the original

system. The Ionization Potentials (Ik), i.e. the differences in energy between the

cation and the neutral system would be given under this approximation by:

Ik = −εk

So that the H-F eigenenergies can be regarded as the various Ionization potentials

of the system. Under the same approximations (that the H-F orbitals do not change

due to the presence of an extra electron) electron affinities A, would be given by:

Ak = εj,

where the φj orbital was not in the neutral system wavefunction. This results for

Ionization Potentials and Electron Affinities are known as Koopman’s Theorem. This

also means, when the assumption that the orbitals for the Nel and (Nel±1) systems

are the same, that the excitation energies of the system can be taken to be the

energies needed to clear out an orbital φk from the ground state slater determinant

and introduce the orbital φj:

εkj = εk − εj

then, excitations of the system can be interpreted, within this approach, as

promotion of electrons from occupied states φk to virtual states φj.

In general H-F yields accurate results for Ionization Potentials, but poor ap-

proximations for Electron Affinities. Better approximations to this potentials can

be achieved by using ∆SCF calculations: i.e., by solving the H-F equations for the

systems with N , (N + 1) and (N − 1) so that effects of orbital relaxation are taken

into account. This ∆SCF calculations are useful for medium sized systems.

At this point it is interesting to summarize the typical measurable quantities

in a many-electron system and their relationship with the full many-electron and

H-F wavefunctions, this step would evidence the convenience of the independent

particle’s description, especially in the definition of a simple language:

Removal energies the energies needed to extract one electron from the system

are measured by photoemission: the system absorbs a photon of energy hν and
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ejects an electron with kinetic energy K, this kinetic energy would be given by the

differences between the system with N an (N − 1) electrons:

K =< ΦGS(N)|H(N)|ΦGS > +hν− < ΦI(N − 1)|H(N − 1)|ΦI(N − 1) >

Where we have assumed the easiest case where the initial state is the ground state

of the corresponding N electrons system. The distribution of kinetic energies is a

measure of the distribution of energies for the various possible (ground or excited)

states of the (N − 1) electrons system ΦI (note that only the number of electrons is

changed, ion-electron potentials being fixed) . In the Hartree-Fock approximation

this energies would be given by the various energies of the occupied orbitals εk, and

the distribution of energies is then referred as the density of occupied states.

Addition energies when an electron of given kinetic energy K is captured

by the system. Several processes can lead to this capture. In what follows we

suppose that we are dealing with inverse photoemission processes where the capture

is accompanied by emission of photons of energy hν , the energies of the emitted

photons will be given by

hν = K+ < ΦGS(N)|H(N)|ΦGS > +hν− < ΦGS(N + 1)|H(N + 1)|ΦGS(N + 1) >

The distribution of photon energies measures the distribution of energies for the

available (N + 1) states. Again in H-F, this would be just related to the available

empty orbitals, and this distribution of energies is named density of empty states.

Absorption energies Photons of energy hν are absorbed by the system without

ejection of electrons, therefore the final state of the system is one of the excited states

of the N electrons system. The photon energy must satisfy, then,

hν = K+ < ΦGS(N)|H(N)|ΦGS > +hν− < ΦI((N)|H(N)|ΦI(N) >

Where the ΦI are the excited states of the system. The distribution of absorbed

energy is a measure of the transition probabilities between the ground state and the
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various excited states. This probabilities are given, within first order of perturbation

theory by

P (GS → I) ∼< ΦGS|P ·A|ΦI >

where P is the total momentum operator and A is the potential vector for the

electromagnetic field. In the case of independent particles, this probabilities can be

mapped to the transition rates between single particle’s states:

P (GS → I) ∼< φj|p ·A|φi >

where we assume that the excited states are given by:

ΦI = ĉ†i ĉjΦGS

so that the orbitals themselves, and not only their energies, have physical meaning

in the H-F approximation.

Response functions to other excitations can be constructed in a similar way,

and their profiles related to transition probabilities between orbitals in the H-F

approximation.

Therefore, in the H-F approximation, electronic states can be discussed in terms

of empty or occupied orbitals, which physical content can be directly mapped to the

real many-electron system response. Terms such as densities of states and promotion

of electrons to excited levels, have their full physical meaning within this context 4.

Actual interacting electrons, however, have correlated motion and do not occupy

well defined orbitals; the wavefunction is always a superposition of several Slater

determinants. These correlation effects, neglected in Hartree-Fock5, happen to be

significant in most of the condensed matter systems, so that methods to describe

4It is important to remark that this terminology concerning orbitals and electronic promotions

only has got full meaning within the context of non-interacting-particles pictures such as Hartree-

Fock. However, it has become kind of common language in solid state physics, sometimes very

unluckily.
5As a matter of fact, the practical definition of correlation energy is the difference between the

Hartree-Fock and the real energy
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them are required. One of those methods, suitable for not very strongly correlated

systems, the Density Functional Theory , is used through this work, and will be

explained in appendix B.

A.5 Beyond Hartree-Fock: Particle’s correlation.

Going beyond the Hartree-Fock scheme in order to include electronic correlations

is, in principle, straightforward. Hartree-Fock provides the best zero-th and first

order perturbative approach to the correlated wavefunctions and energies. Higher

order perturbative schemes, such as second order Möller-Plesset, allow for better

description of correlation effects. However higher order in the perturbative expansion

are progressively expensive and practical calculations rarely go beyond fourth order.

Even further, there are many situations in which second or fourth order perturbative

results are poorer than the first order approximation (Hartree-Fock).

Superposing several Slater determinants constructed from H-F orbitals and using

them in a full variational calculation (the Configuration Interaction method, CI)

provides, in our opinion, the best solution of the many-electrons problem. Increasing

the basis size and the number of considered Slater determinants, progressively better

approximations can be constructed. Both ground state and excited wavefunctions

are available in CI. Provided unrestricted availability of computational power, CI

gives a transparent physical framework allowing arbitrary accuracy thresholds.

The only question with Configuration Interaction is just the “unrestricted com-

putational power”. As a matter of fact, CI is heavily time and resources consuming,

and practical calculations are restricted to small molecular systems.

In the next section we will proceed to the definition of the very useful concept

of quasiparticles which allow for inclusion of correlation effects yet preserving most

of the conveniences of the independent particle’s description.
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A.6 Quasiparticles

In order to introduce the concept of quasiparticles, let us look at a free particle

propagating in the vacuum in a one dimensional space. In this simple case the spin

of the particle cannot change and we omit spin indexes. It is useful now to move to

the Heisenberg picture where the operators, and not the wave function, vary. The

probability amplitude to measure (destroy) a particle at a time t in the point x after

it was created in x′ at a time t′ is given by:

g(xt, x′t′) =< 0|φ̂(x, t)φ̂†(x′, t′)|0 > , t > t′ (A.6.28)

where |0 > is the vacuum state (no particles), and the field operators φ̂(x, t) and

φ̂†(x′, t′) destroy at (x, t) the particle created at (x′, t′). In order to generalize the

expression for any times (t, t′), it is necessary to introduce the time ordered product

of operators:

T (Ô1(t), Ô2(t
′)) = Ô1(t)Ô2(t′) if t > t′

= −Ô2(t′)Ô1(t) if t′ > t
(A.6.29)

and then we rewrite

g(xt, x′t′) =< 0|T [φ̂(x, t)φ̂†(x′, t′)]|0 > (A.6.30)

From this quantity we define the Green’s function or propagator for the system

as:

G(xt, x′t′) = −i < 0|T [φ̂(x, t)φ̂†(x′, t′)]|0 > (A.6.31)

where the imaginary number i is introduced for convenience, especially because

know we can state that the green function is the matrix element in the position

eigenvectors of the evolution operator, and that the time development of any wave-

function from an initial state Φ(x, t) is given by:

Φ(x, t) =

∫
G(xt, x′t′)Φ(x′, t′)dx′
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Using the basis transformation leading from position representation to momen-

tum representation:

φ̂†(x, t) =

∫
1

sqrt2Π
e−ikxĉ†(k, t)dk,

where now ĉ†(k, t) creates a particle with a given momentum p = ~k, we can

write for the Green’s function (for the sake of economy we restrict again to the case

t > t′)

G(xt, x′t′) = −i 1

Π

∫

k

∫

k′
ei(kx−k

′x′)× < 0|ĉ(k, t)ĉ†(k′, t′)|0 > dkdk′ (A.6.32)

Because we are considering a free particle, the evolution of the operators is given

by the kinetic energy operator K = p2

2m
. From the evolution of the momentum

eigenvectors in the wavefunction representation, it is easily seen that:

ĉ†(k, t) = e−i
~k2

2me
tĉ†(k, 0)

and the corresponding adjoint expression for the annihilation operators. So that

we have for the Green’s function:

G(xt, x′t′) = −i 1

2Π

∫ ∫
e−i(

~k2

2me
t+kx−~k

′2
2me

t′−k′x′)× < 0|ĉ(k, 0)ĉ†(k′, 0)|0 > dkdk′

(A.6.33)

Because of the anticonmutation relationships, ĉ(k, 0)ĉ†(k′, 0) = δ(k−k′)−ĉ†(k, 0)ĉ(k′, 0),

but the action of the destruction operator c†(k, 0) on the vacuum state is the null

vector, so we have:

G(xt, x′t′) = −i 1

2Π

∫
e−i(

~k2

2me
(t−t′)+k(x−x′))dk

which can be easily integrated computed by completion of squares to give:

G(xt, x′t′) = −i
√
ime√

~2Π(t− t′)
e
ime(x−x′)2

2~(t−t′) (A.6.34)

The green function for the free particle depends only on the time and position

differences, a result that can be generalized to any system where the Hamiltonian
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does not depend explicity on time and commutes with the total momentum operator

(for instance translational invariant systems). Fourier transforming again we can

write in the momentum basis:

G(k, (t− t′)) = e
~k2

2me
(t−t′) = e

ε(k)(t−t′)
~ , (A.6.35)

where ε(k) is the energy for a particle with well defined momentum k. For this

trivial case, the Green’s function could have been obtained easily by direct bracketing

of the evolution operator Û = exp(−ip̂2/(2me~)) with the momentum eigenvectors.

Fourier transforming in time, we can write:

G(k, w)) =
1

2Π
δ(w − wk), (A.6.36)

and we can see that the green function is related to the available energies. These

results can be extended for a system of interacting fermions. We define the single-

particle Green’s Function, by analogy with our definition for the free particle, to

be:

Gss′(xt, x
′t′) = −i < ΦGS|T [φ̂s(x, t)φ̂

†
s′(x

′, t′)]|ΦGS > (A.6.37)

where s and s′ stands for the spin. This Green’s function is said to describe

the propagation of a field quantum, or in terms of particles, the propagation of a

test particle appearing in the system at the space-time point (x′, t′) and measured at

(x, t). It can be shown that knowing the single-particle Green’s function it is possible

to calculate the ground state expectation value of any single-particle operator:

< Ô >= −i
∫
d3r lim

r→r′
Tr(O(r))G(rt, r′t′)

where the trace if over the spin variables. The ground state energy is also avail-

able through:

E0 =< Ĥ >= − i
2

∫
d3r lim

t′→t
lim
r′→r

(i
∂

∂t
− ∇

2
r

2m
)Tr[Gss′(rt, r

′t′)]

Even further, the single-particle Green’s function has its poles at the exact ex-

citation energies of a system with (N − 1) and (N + 1) electrons: i.e., the exact

addition and remotion energies.
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For a system of N non-interacting fermions (i.e. a Fermi gas), the single-particle’s

green function can be easily calculated following the same steps that for the free

particle’s propagator. In fact, the non-interacting Green Function resembles very

closely it’s free particle’s counterpart:

G0
s,s′(

~k, (t− t′)) = −iδss′e−iε(k)(t−t′)(θ(t− t′)θ(k− kf )− θ(t′− t)θ(kf − k)) (A.6.38)

where ~k is the wave-number,k being the norm of the former, θ is the step function

and kf is the Fermi level (norm of the last occupied orbital), and ε(k) is the energy

associated to a particle with fixed momentum (which, of course, depends on the

ionic and other external potentials).

Then, both for a free particle and for non-interacting particles, the time evolution

of the single-particle Green’s function is given by a term of the form e−iε(k)(t−t′)/~.

The functional dependence of the energies ε with k is referred as the dispersion

relationship in analogy with classical electrodynamics.

Note that in cases where k is not a good quantum number (when the total

momentum of the electronic subsystem is not conserved), a similar analysis can still

be performed using instead of k other suitable quantum numbers, for instance, the l

and m angular momentum numbers for a central potential or the crystal momentum

for periodic systems.

The results on Green’s function for the free particle and for non-interacting

particles suggest the proposition of the time evolution e−iε(k)(t−t′)/~ as the fingerprint

for the propagation of free particles a many fermions system. By analogy if we have

that the single-particle Green’s function evolves in time according to:

G(~k, t) ∼ e(−iε(k)t−Γ(k)t) (A.6.39)

we say that a particle-like object with a life time 1/Γ(k) is propagating in the sys-

tem. Such objects (or such excitations) are referred as quasiparticles. A perturbative

analysis of the Green’s function reveals that it can be written, for translationally

invariant and not explicitly time dependent systems, as:
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G(~k, w) =
1

w − ε0(k)−M(k, w)
(A.6.40)

where ε0(k) are the energies for non-interacting particles and M(k, w) is the

Irreducible Self Energy and is related to the electronic interaction. Its value within

a given framework is related to the perturbative approximations used. If

M(k, w) = Real(M(k, w)) + Im(M(k))

it can be seen that for a sharp enough Green’s function, the time evolution of the

Green’s function will follow approximately the prescription A.6.39, with a modified

dispersion relationship given by:

w −Real(M(k, w))− ε0(k) = 0

and lifetimes given by 1/Γ = Im(M(k)). For an object to be considered a feasi-

ble quasiparticle, the lifetimes must be much longer than the associated excitation

energy, a restriction imposed by the energy uncertainty relationship. Quasiparti-

cles can be, in general, found whenever converged perturbative analysis are feasible,

for low enough excitation energies. It is usually said that quasiparticles are dressed

particles because effects of the mutual interactions are reflected in their propagation.

Quasi-particle’s amplitudes are defined through the field operators:

f(x) =< N − 1|φ̂|N >

which are the counterparts of the normal orbitals for non-interacting systems.

Hartree-Fock electrons are, indeed, quasiparticles with an infinite lifetime. In

that case, the quasiparticle’s amplitudes are just the H-F orbitals. As mentioned

above, they do correspond to the zeroth and second order level of perturbation theory

starting from non-interacting particles in the external atomic potential. Spectral

properties of solids such as densities of states, band structures, addition and removal

energies, are also mapped to quasiparticles’s spectra (in this case dressed electrons

and holes).

We close this overview of many-electron physics with a final note: most of the

solid state physics is constructed in quasiparticles’s descriptions. Electrons, holes,
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cooper pairs, excitons, are all examples of many-body excitations that are usually

dealt with by reducing the full many-body problem to a system of non-interacting

electrons. Further inclusion of many body effects is usually achieved by perturbative

approaches.

Further Reading
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Appendix B

Density Functional Theory.

When I’m drivin’ in my car

And that man comes on the radio

He’s tellin’ me more and more

About some useless information

Supposed to fire my imagination

I can’t get no, oh no no no

Hey hey hey, that’s what I say

Satisfaction, The Rolling Stones.

B.1 The Basic concepts and principles.

Density Functional Theory (DFT) is based on the electronic density rather than

the full wavefunction. This is equivalent to the total neglection of wavefunction’s

phases which, as we will see below, provides a satisfactory description of the ground

state properties in various materials; but behaves rather poorly when electronic

fluctuations are relevant (meaning that effects like Van der Waals forces can not be

studied using DFT).

Let us consider the ground state energy:

Eg = 〈Φg |H|Φg〉 (B.1.1)
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where H is from now on the electronic Hamiltonian in the sense of section A.2,

which is of the form already assumed when discussing the Hartree-Fock approach:

H = T + U + Vext

where T is the kinetic energy operator, U is the coulombic electronic interaction

and Vext is the potential exerted by the nuclei and any other external local potential.

Therefore, we can write the external potential as a sum of one body operators :

Vext =
∑

i

v(ri) (B.1.2)

The ground state electron density, defined as usual in Many body, theory is:

n(r) = 〈Φ |n̂(r)|Φ〉 (B.1.3)

with the density operator being :

n̂(r) =

Nel∑

i=1

δ(r − ri) (B.1.4)

where δ(r − ri) are Dirac delta functions.

It is clear that if the ground state is non-degenerate1, the external potential v(r)

uniquely determines the ground state wavefunction Φ and, then, the ground state

density n(r). Within the same assumption of non degeneracy, it is possible to show

the reciprocal; there is only one external potential giving a certain density n(r) for

the ground state of Nel interacting electrons. This is the first Hohenberg and Kohn

theorem. For proving this theorem, we need to recall the convexity of the total

energy as function of the external potential, meaning that if we have two different

potentials vo and v1 and connect them by a parametric family:

1I acknowledge a tough discussion with Professor R. Lopez Sandoval, concerning this assumption

of non-degenerate ground states. As a matter of fact, and as he already pointed out, a system

of interacting fermions is more likely to behave like a highly degenerate system. Nevertheless,

in many interesting systems the external potential provided by the nuclei and any other external

forces cooperate to lift up degeneracies in the ground state, when the number of particles increases,

in the same way it does for small molecular systems.
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vλ = vo(r) + λ(vi(r)− vo(r)) = vo(r) + λ∆v = (1− λ)vo(r) + λv1(r) (B.1.5)

so that λ = 0 correspond vo and λ = 1 to v1, the ground state energy is a strictly

convex function of λ:

Eg(λ) > (1− λ)Eg(0) + λEg(1) (B.1.6)

Convexity can be easily proved by standard perturbation theory for the ground

state. As a matter of fact, up to second order in perturbation theory, the energy

can be written, expanding about any given λ value:

Eg(λ+ dλ) = Eg(λ) + dλ 〈Φo(λ) |∆v|Φo(λ)〉+ dλ2
∑

n6=0

|〈Φo(λ) |∆v|Φn(λ)〉|2
Eg(λ)− En(λ)

+O(3)

(B.1.7)

where the parametric dependence of energies and wavefunctions on λ has been

explicity stressed. The second derivative of the energy as function of λ is just twice

the sum in the third term of Eq. B.1.7 , and as we have En(λ) > Eg(λ) for each n

, this second derivative is strictly negative, unless 〈Φo(λ) |∆v|Φn(λ)〉 = 0, which is

true only if ∆v is a trivial constant term. This is a sufficient and necessary condition

for Eg(λ) to be strictly convex. Convexity also implies that the first derivative is a

strictly decreasing function so that:

∂

∂λ
Eg(λ) |1>

∂

∂λ
Eg(λ) |0

From the perturbative expression B.1.7, it is clear that at λ = 0 the derivative

is < Φo(0) |∆v|Φo(0) >, and at λ = 1 it is < Φo(1) |∆v|Φo(1) >, so that convexity

implies:

〈Φo(1) |∆v|Φo(1)〉 < 〈Φo(0) |∆v|Φo(0)〉

Because of the form of ∆v ( a sum over one particle’s operators), these expecta-

tion values can be easily written as functions of the corresponding densities, in the

form:
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∫
dr∆v(r)n1(r) <

∫
dr∆v(r)n0(r) (B.1.8)

where n1 is the density corresponding to the potential v1 and n0 that correspond-

ing to vo. This inequality obviously cannot be fulfilled if n1 = n0 and that proves

our point: different potentials give rise to different densities, so that the density

uniquely determines the external potential up to an arbitrary constant term. So, we

can state the first Hohenberg and Kohn theorem2:

• There is a one to one relationship between the ground state density

and the external potential, and then, between the density and the

wavefunction of the system -up to an undetermined phase-. There-

fore the expected value of any operator in the ground state, is a

functional of the density.

Now that we have established this theorem, it is quite easy to show that the ground

state energy must be variationally minimal with respect to the density. As a mat-

ter of fact, let us consider two wavefunctions Φ and Φ′ which are, correspondingly,

ground state wavefunctions for two different external potentials v and v ′. The usual

Raleyght-Ritz variational principle tell us that the ground state energy Eg corre-

sponding to the external potential v is minimal so that:

Eg ≤ 〈Φ′ |T + U + Vext|Φ′〉 (B.1.9)

but, as stated above, the expected value of the external potential evaluated at

Φ′ can be expressed as an integral over the space of the one body potential v(r)

times density associated with Φ′, that is n′. The expected value 〈T + U〉 is also a

functional of the density that we shall call, from now on the universal functional

F [n(r)], with this in mind we could write:

2The previous discussion has been restricted to an even number of electrons without spin po-

larization. Extensions of the result, can be made to include spin polarization but since this is not

really a book on Density Functional Theory, I will kindly refer the reader to the corresponding

literature.
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Eg[n(r)] ≤
∫
drv(r)n′(r) + F [n′] (B.1.10)

And the equality holds only if n = n′. The squared brackets are the standard

notation for functional dependence. Equation B.1.10 is just the variational principle

of Density Functional Theory, and is the second Hohenberg and Kohn Theorem:

• The ground state energy associated with a given external potential

v(r), Eg(n), is variationally minimal at the right density n(r), with

v(r) and the number of electrons held fixed.

Note that the demonstration relies upon the fact that both Φ and Φ′ are ground

state solutions for some given potentials. This condition usually referred as v-

representability of the wavefunctions and densities, restricts the variational space

in which equation B.1.10 must be used. Though not trivial at all, v-representability

is not such a strong condition and most of the reasonable trial densities lie within

this space.

B.2 Solving the equations, the Kohn-Sham method.

When solving the variational problem of equation B.1.10 it is customary to separate

the universal functional F [n] in two parts. The first part (To[n]), is defined to be

the kinetic energy operator of a system of non-interacting electrons displaying the

same density as the actual problem in its ground state; the remaining contributions

to F [n] are grouped in the second part, i.e:

F [n] = To[n] + (F [n]− T [n]) = To[n] + {(T + U)[n]− To[n]}

With this notation, the variational principle B.1.10 reads:

0 =

∫
dr

{
v(r) +

δTo
δn(r)

+
δ

δn(r)
((T + U)[n]− To)− µ

}
δn(r) (B.2.11)

where the usual convention for variational derivatives has been used, δn(r) are

arbitrary variations in the density and the Lagrange multiplier µ has been introduced
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to fix the number of electrons. As the density variations are arbitrary, the variational

equation requires the bracketed term to be null:

δTo
δn(r)

+ v(r) +
δ

δn(r)
((T + U)[n]− To) = µ (B.2.12)

This last expression is just the corresponding Euler equation for our variational

principle. Obviously, the only difference between this Euler equation and its nonin-

teracting ( both U and T −To equal to zero) counterpart is the functional derivative

in the last term at the LHS. So, if one could obtain an expression for that functional

derivative, the equation will be the same as that for non-interacting particles in the

presence of an effective potential:

Veff = v(r) +
δ

δn(r)
((T + U)[n]− To)

We also assume that the actual density n(r) can be written as a sum over non-

interacting particle’s densities:

n(r) =
∑

i

ψ∗i ψi (B.2.13)

The existence of this effective potential and the possibility of writing the density

as in Eq. B.2.13, are not guaranteed by any physical principle, so we have again to as-

sume both facts, this latter condition is referred as non interacting v-representability

of the density and is fulfilled for many physically meaningful densities (see the discus-

sion on the suggested readings). We could follow the procedure discussed in many

standard quantum mechanics text books when deriving the Schrõdinger equation

from variational principles, and arrive to the following Schrõdinger-like equations

for the ψi functions:

− ~2

2me
∇2ψi + Veffψi = εiψi (B.2.14)

The system of equations B.2.14 are known as the Kohn-Sham (K-S) equations,

and constitute a practical recipe to obtain the ground state properties of a multi-

electronic system. The K-S method is only useful provided one has the functional

form of the effective potential for the problem at hand, but in most of the real
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systems this is not the case. Let us rewrite the effective potential by taking apart

the well-known Hartree and external potentials:

Veff = vext(r) + e2

∫
dr

n(r)

|r − r′| +
δ

δn
Exc[n] (B.2.15)

where the meaning of the exchange correlation energy Exc must be obvious if

one writes it explicitly as:

Exc[n] = 〈T + U〉 − 〈To〉 − e2

∫
dr

n(r)

|r − r′| (B.2.16)

Then the exchange correlation energy is the part of the energy left when subtract-

ing both the independent particle’s kinetic energy, the coulombic Hartree potential

and the external interactions. Therefore it is related to the correlated motion of

the particles and to exchange terms in the sense defined in Hartree-Fock theory.

The variational derivative appearing in equation B.2.15 has been named exchange-

correlation potential:

Vxc =
δ

δn
Exc[n] (B.2.17)

and most of the Density Functional theory (and black magic) is related to the

construction of physically meaningful approximations to this exchange correlation

terms. Indeed, each approximation constitute a flavor of DFT. In sections B.5 and

B.6, we will review some of those approximations, restricting ourselves, of course,

to those who are referred in our calculations.

For the rest of this appendix we will be engaged with a new hierarchy of approx-

imations, although they are based on important physical considerations, most of

them share a certain technical character as they are concerned on how to write the

potentials or express the orbitals. For this reason, it would be useful to review the

major physical approximations we have already made, and the related limitations

of the DFT framework. Let us remember what we are dealing with:

The non relativistic limit: It is not really essential, and relativistic corrections

can be included within the theory.
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The adiabatic approximation: Extensions to include non-adiabatic processes

have been reported in DFT, but we will not be concerned with non-adiabatic pro-

cesses in this thesis.

Molecular mechanics limit: This is not a hard constrain, ions can be also

treated in a quantum mechanical way, but again,we will only be concerned with

systems where a classical treatment of the ions is justified.

Ground state non degeneracy: As mentioned above, this is not a trivial

assumption, and, to the best of our knowledge, there is no straightforward way

to test it for each system, unless full quantum calculations (in the spirit of CI or

quantum Montecarlo) are performed. In our case, we just assume this supposition

to be valid.

No spin polarization: Again this is not an essential limitation, DFT can be

extended to polarized cases just by introducing two densities : one for spin up and

other for spin down electrons. Most of the discussion above is still valid with this

separation.

V-representability: This is not really a trouble, we just restrict our variational

space to physically meaning densities: if a density is v-representable, it could be the

solution of a physical problem, and vice versa. Extensions of the theory have been

made to include a larger class of densities, those that are N-representable meaning

they can be calculated as the densities corresponding to any N particles many body

wavefunction.

Non interacting v-representability: That is a key point. The whole K-S

scheme would not be valid if this assumption is broken. To the best of our knowledge,

again there is nor a simple way to check the validity of this assumption, neither a

systematic definition of problems which cannot be treated due to a violation of it.

The reader is strongly recommended to consult the suggested readings in the issue

of density representability.

22nd June 2005



B.3. Applications of DFT 195

B.3 Applications of DFT

What could, then, be performed using DFT? Well, within the discussed limits, DFT

is in principle able to deal with the ground state density of a system of interacting

fermions, with a judicious choice of the exchange correlation kernel, this technique is

at least comparable with other correlated methods such CI, Möller-Plösset pertur-

bation theory and even quantum Montecarlo, demanding much less computational

resources.

As long as many interesting properties of solids and molecules such as optimal ge-

ometries, vibrational frequencies, atomic forces, and chemical reactivities are mainly

determined by the ground state behavior, this ground state description accurately

accomplish a large amount of problems.

DFT can not account for properties which are related to fluctuations in the

charge densities such as Van der Wals forces, nor with physically meaningful phases

(Berry phases) or currents in periodic systems.

Neither it can, at least directly, account for an orbital (quasiparticle) description

of the atomic states in the sense of H-F theory, because the Kohn Sham orbitals are

constructed just to resemble the density of the real system. However, it is customary

to state the quasiparticle and orbital discussion in terms of the Kohn Sham orbitals,

and we already use this kind of approach in this work. It has also been seen that

Kohn-Sham orbitals are good starting points for perturbative analysis of the Green’s

function. The question on the interpretation of the K-S orbitals is further discussed

in the next section.

B.4 Interpretation of the Kohn-Sham orbitals

As stated above, Kohn-Sham’s orbitals have no relationship with any approximation

of the many body wavefunction. Therefore, they can not be used in an single-particle

description of the many body problem, and their energies do not correspond to

addition, removal or excitation energies. Even further, as Kohn-Sham’s orbitals are

introduced as auxiliary objects, their shapes depend upon the actual DFT used.

It is possible, however, to show that for finite systems in which DFT is applicable
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(non-degenerate ground state) the energy of the last occupied K-S orbital (HOMO

level) gives the exact first Ionization Potential, and the asymptotical behavior of the

HOMO orbital for large distances is the same as that of a corresponding quasipar-

ticle. The demonstrations follows from the fact that the asymptotic behavior of the

charge density in finite systems is driven by the first ionization potential, meanwhile

it is driven by the HOMO energy in DFT theory. As exact DFT should give the

exact density, the energy of the Kohn-Sham HOMO level should be equal to the

first Ionization Potential. The actual demonstration is not given here because it lies

far from the scope of our work.

Similarly, for a solid surface, the energy of the last occupied Kohn-Sham orbital

with respect to the Kohn-Sham energy far from the surface gives the right chemical

potential. In actual calculations, the level of approximation between HOMO levels

and ionizations potentials, depends upon the quality of the approximation to the

exchange-correlation used.

The interpretation of the remaining energies as addition or removal energies is, in

general, not justified. The similarities between the Hartree-Fock and the Kohn-Sham

equations explains the fact that, in many situations, the trends in DFT calculated

electronic band gaps follows the same trends observed experimentally. The same

is true for orbital symmetries, which in many situations happen to be similar to

the quasiparticle’s amplitudes. All into account, the accumulated experience is the

only precedent you can use to justify the use of Kohn-Sham’s orbitals and orbital’s

energies as approximations to the quasiparticle’s amplitudes and excitation energies.

B.5 The Local Density Approximation.

The functional form of the exchange-correlation energy appearing in the Kohn-

Sham’s equations is in general unknown. The simpler approximation to this func-

tional, is to assume that the energy contribution at a given point has the same value

as the exact exchange correlation energy for an uniform electron system with the

same density:

22nd June 2005



B.6. Generalized Gradient Approximations. 197

Exc =

∫
d3xεxc(ρ(~x)) (B.5.18)

Where the simplification comes from the fact that the exchange-correlation en-

ergy for the homogeneous electron gas with a given density εxc(ρ) is a relatively well

known object. The exchange part of the exchange correlation energy is:

εexchange(ρ) =
3

4Π
(3Φ2ρ)(1/3)

that can be calculated within the Hartree-Fock theory. Correlation energies

can be calculated using, for instance, quantum Monte-Carlo methods and then

parametrized as a functional of the density. Common parametrization schemes for

the correlations are the Perdew and Zunger (PZ) parametrization and the Perdew

and Wang (PW) parametrization.

This approximation is known as Local Density Approximation (LDA) and has

proved to yield excellent results for systems where the charge density is rather uni-

form. LDA can be regarded as an extension to the Thomas Fermi model.

LDA is known to, in general, overestimate the binding between atoms and then,

underestimate interatomic distances. When used for electronic structure calcula-

tions, gaps are seen to by also significatively underestimated.

B.6 Generalized Gradient Approximations.

In the Generalized-Gradient Approximation (GGA) the exchange correlation energy

is assumed to depend both on the local density and its gradient:

Exc =

∫
d3xεxc−GGA(ρ(~x), |∇ρ(~x)|) (B.6.19)

Several flavors of GGA approximations exist. Some of the most commonly used

are the Perdew and Wang functional (PW91), the Perdew, Burke and Ernzerhof

functional (PBE) and the Becke formula for exchange with the Lee, Yang and Parr

formula for the correlation energy (BLYP). The reader is referred to the suggested

readings for further information on each formula.
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In cases where spatial variations of the densities play a sensible role, GGA’s

are expected to yield better results than LDA. In general GGA’s underestimate the

bond strengths and, therefore, overestimate the lattice parameters.

B.7 Basis sets for the one-electron wavefunction.

In order to solve the Kohn-Sham equations it is necessary to expand the Kohn-Sham

orbitals in a given basis set, transforming the problem in a matrix diagonalization

problem. The commonly used basis sets can be classified as : localized, delocalized

and mixed.

Localized basis sets are wavefunctions centered on atoms (or, in the case of

periodic structures, Bloch functions constructed from localized functions). The

most popular localized functions are: atomic-like orbitals, gaussian-type orbitals

and Muffin-Tin orbitals (functions which die out above a certain cutoff distance).

Typically, localized orbitals perform very well in finite systems. There are, how-

ever, several issues with them , specially the fact that there is no systematic way

to improve convergence in terms of the basis size. They are also usually harder to

implement because basis elements are in general not orthonormal.

Delocalized basis sets, particularly Plane Waves (PW) basis sets, are particularly

well suited for periodic systems. The wavefunctions for each ~k vector in the band

structure are expanded in functions of the form:

φ~k+ ~G(~r) = ei(
~k+ ~G)·~r, with

~2

2m
|~k + ~G| ≤ Ecut

with ~G being a vector in the reciprocal space. Ecut is referred as the cutoff energy.

The basis elements are orthogonal to each other. In general more basis elements are

needed in a Plane Waves calculation than in localized basis sets. The cutoff energy

provides a systematic way to increase the basis size improving convergence.

Mixed basis sets combine features of localized and delocalized basis sets. The

most commonly employed are the Linearized Augmented Plane Waves (LAPW) and

the Projector Augmented Plane Waves (PAW).
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B.8 Pseudopotentials.

It can be seen, from elementary Fourier analysis, the the number of plane waves

needed in a PW calculation can be very large if core states (those states closer to

the ions and that do not change during the chemical binding) are to be treated. The

length scale in which an object varies, determines the number of Fourier components

needed to correctly describe it. For example, the length scale for a 1s state in carbon

is about 0.1 a.u, so that the c.a 250.000 PWs would be needed for a simple calculation

of diamond’s electronic structure.

In order to make practical PW calculations, it is needed to get rid of the core

states. Even more, due to the orthogonality of electronic states, the valence states

also exhibit rapid oscillations in the core region, which have also to be excluded for

efficient PWs calculations. Here is where pseudopotentials appear. A pseudopoten-

tial is a smooth effective potential that reproduces the effect of the nucleus plus the

core states on the valence states, starting from a given cutoff radius.

A good pseudopotential must be: (i) transferable i.e. it should yield the same re-

sults as a full electron calculation for various chemical environments, transferability

can be improved by decreasing to cutoff radius. And (ii) soft in the sense that as few

as possible plane waves are needed to describe the variations of the pseudo-atomic

wavefunctions. Those two properties are usually conflicting.

Typical flavors of pseudopotentials are norm conserving and ultra-soft pseudopo-

tentials.

Norm conserving pseudopotentials are constructed from a given atomic reference

state, requiring that the total charge in the core region for the pseudo wavefunctions

is the same that for the full electron counterparts. The pseudo and all-electron

wavefunctions and their logarithmic derivatives must agree beyond the cutoff radius.

The pseudopotentials are constructed as semi-local operators with dependency on

the angular momentum:

< ~r|V̂ps|~r′ >= V local(~r)δ(~r − ~r′) +
lmax∑

l=0

l∑

m=−l
Y∗lm(Ω~r)δV

ps
l (r)

δ(~r − ~r′)
r2

Ylm(Ω~r)

where Ω~r is the solid angle subtended by the position vector and Ylm are the spher-
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ical harmonics. The steps involved in the pseudopotential construction are:

(1) Calculate the electronic structure for the atom using a full-electron calculation.

(2) Construct the pseudo-wavefunctions and pseudo-potentials according to the con-

ditions on the functions, their logarithmic derivatives and norms.

(3) Un-screen the pseudo-potential: i.e. remove the contributions from the valence

electrons from the pseudo-potential.

(4) Test the softness and transferability properties.

Various recipes for generating smooth norm-conserving pseudo-potentials can be

constructed. The Martins-Troulliers method being one of the most widely used.

Ultrasoft pseudopotentials do not impose norm-conservation, and allows for

smaller kinetic energy cutoffs. The construction procedure is, not counting the nor-

malization, similar to the construction of norm-conserving pseudo-potentials. The

Vanderbilt recipe for ultrasoft pseudopotential has been widely used.
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Appendix C

Tight-binding modeling.

Cops with cars, the topless bars

never saw a woman, so alone

so alone!

L.A. Woman, The Doors.

Despite the availability of increasingly faster computers and relatively cheaper

frameworks for ab initio calculations, atomistic studies for many interesting systems

(particularly nano-sized systems) would be prohibitively expensive if they were to

be carried out by fully first principles approaches. Whenever chemical bonds are

involved it is important to preserve the quantum description of the forces acting

in each atom, in oder words: classical simulations are not particularly appealing in

these situations. Although the number of atoms that can be treated within first

principles methods depend strongly on the research budget, there will always be

systems calling for simpler approximations.

The semiempirical tight-binding method bridges the gap between state of the

art ab initio calculations and purely classical approximations. It is constructed in a

quasiparticle’s spirit and retains most of the quantum character of chemical forces.

Tight-binding calculations can even compete with, for instance, DFT methods under

certain circumstances, but their dependence on semiempirical parameters represents

a major drawback. In this section we will discuss the basics of the tight-binding

approach to the electronic structure of matter.
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C.1 Essentials.

We start as usual recalling the the Schrödinger equation for a system of electrons

embedded in an external potential:

E|Φ >= HΦ >=
∑

i

hi|Φ >= {
∑

i

~p2
i

2m
+
∑

i

vi
∑

i

ui}|Φ > (C.1.1)

where vi is an external potential and ui is the electron-electron interaction. It is

obvious from the former expression that the many body problem has been implicitly

assumed to be mapped into an effective non-interacting particles system. The tight-

binding method attempts to find an approximation to the energy of this system

under the following two assumptions:

(i) The wavefunction Φ is given by an Slater determinant, just as in H-F:

Φ =
1√
N !
det(χi(xj))

already implicit in equation C.1.1.

(2) The single-particle’s wavefunctions used in the construction of the Slater

determinant are linear superpositions of atomic-like orbitals (hence the alternative

denomination of LCAO: Linear Combination of Atomic Orbitals):

χi(x) =
∑

I,α

CIα(i)φIα(x) (C.1.2)

where the index I stands for the atomic sites and α for the various symmetries

of the atomic orbitals considered. The φIα orbitals are atomic-like in the sense that

they have the same symmetries associated to some specific atomic orbitals.

The problem at hand is, then, to solve the set of single-particle’s equations:

hi|χi >= εi|χi >,

recalling the form of the eigenvectors C.1.2, we can write:

hi
∑

I,α

CIα(i)|φIα >= εi
∑

I,α

CIα(i)|φIα >,

bracketing with a given atomic-like orbital |φI′α′ > give us:
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∑

I,α

< φI′α′ |hi|φIα > CIα = εi
∑

I,α

CIα < φI′α′ |φIα >,

or just:

∑

I,α

HIα
I′α′CIα(i) = εi

∑

I,α

SIαI′α′CIα (C.1.3)

where SIαI′α′ is the overlap matrix < φI′α′ |φIα >. Equation C.1.3 represents a

generalized eigenvectors problem:

[h] ~C(i) = εi[S] ~C(i),

with ~C(i) being the vectors representing the possible single-particle’s states. The

diagonal elements of the Hamiltonian matrix are usually referred as onsite energies

and the off-diagonal elements as hopping parameters.

From a given set of atomic-like orbitals it is possible to construct a set of orthog-

onal functions with the same symmetries of the original set by using the Löwdin

transformation:

ψI,α =
∑

I′,α′

(SI,αI′,α′)
(1/2)φI′,α′

using these Löwdin functions as basis, the problem would be that of a standard

diagonalization. Most of the traditional tight-binding schemes assume the use of

Löwdin function, these are referred as orthogonal tight-binding methods because basis

functions are taken as orthogonal. Parametrizations where the overlap is explicity

taken into account are referred as non orthogonal tight-binding methods.

The major simplification in tight binding, and what makes it so computationally

efficient, is to consider the matrix elements H Iα
I′α′ and SI,αI′,α′ as parameters which

depend only on the interatomic distance |RI − R′I |, and the orbital’s symmetries

(therefore, on the corresponding angular momentums and relative orientations). The

ionic and electronic potentials depend, obviously, on the position of all the atoms,

and the supposition that matrix elements depend only on the distances between two

sites, is referred as the two center approximation because only two center integrals

are considered.
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Note that all the relevant information is contained in the parametrized matrices,

therefore the basis functions themselves are not needed. Once the matrix equation

has been solved, the electronic energy is the sum of the energies for the occupied

levels:

Eelec =
∑

i=occ

εi

Despite all the approximations involved, tight-binding based calculations can be

remarkably successful provided that a good enough parametrization is used. In gen-

eral, however, there is not an absolute measure of the quality of a parametrization,

usually each set of parameters is suited for a given atomic environment (the originals

author’s goal) .

In order to perform tight-binding based molecular dynamics simulations, the

dependence of the matrix elements with distance must be known. I is also necessary

to have access to the total energy and not only to the electronic contribution. It

was shown that in a broad variety of situations, the total energy can be expressed

as a sum of the electronic energy and a repulsive pair potential function:

ETot = Eelec +
∑

I,I′

Vrep(RI , RI′)

The latter approach has been widely employed. The inclusion of this repul-

sive term allows also to include by hand some correlation effects as the differences

between the tight-binding and some correlated calculation Total energy methods in

which the energy is given directly by the electronic energy have also been developed.

C.2 Transferability of the tight-binding parame-

ters.

As mentioned above, typical tight-binding parametrizations are intended to work in

a very well defined atomic environment. The parameters in the seminal paper of

Slater and Koster, for instance, are intended to study the band structure of binary

semiconductors with fixed geometries. When molecular dynamics is in mind, it is
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important to know to what extent the set of parameters is able to describe accurately

the various configurations appearing during the dynamical evolution. The capability

of a given parametrization to yield accurate results for atomic environments other

than the ones used during the construction of the tight-binding tables, is referred

as transferability.

Two different goals are usually attempted by a tight-binding calculation: a good

description of the total energies and a good description of the electronic properties.

Many times, these two goals conspire one against the other and compromises between

them must be established.

Several strategies have been used to assure transferability of tight-binding parametriza-

tions at least within reasonable configurations.

The first and most important step is to choose a chemically appealing set of

atomic-like orbitals: a tight-binding table including one s − like and two p − like
orbitals for carbon may work as long as sp2 hybridized species are considered but

it would necessary fail as soon as tetrahedral configurations appear. Increasing the

size of the atomic-like basis set increase the required computational resources but,

for certain systems, improves the transferability of the parametrization, specially in

terms of electronic properties.

A physically sensible selection of the distance dependence of the parameters is

also crucial. Functional forms or numerical tables can be used to follow the evolution

of the onsite and hopping parameters with varying distances. It is also possible to

choose between fixed or environment dependent onsite parameters.

Non-orthogonal methods usually exhibit improved transferability contrasted with

orthogonal ones. Orthogonal parametrizations with environment dependent param-

eters could also significantly improve the transferability [171].

However, and as a final note, tight-binding schemes will always fail at some point,

and it is, to a large extent, responsibility of the researcher to check for the limits of

a particular method.
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Periodic systems.

Truth is the most valuable thing we have – so let us economize it.

Mark Twain

From the many approximations made in solid state physics, only a few can com-

pete in popularity, physical appeal or historical relevance with the one transforming

a system of ∼ 1022 atoms into one with a few (typically less than a hundred and in

some cases only one) atoms. From the philosophical point of view, it is reasonable

to assume that in infinitely large pieces of matter, the ground state of the system is

such that each atom sees the same local environment. The observation of regularity

in various properties, specially X − ray spectrums, for a large family of solid mate-

rials, together with the previously stated heuristic argument, lead to the statement

of a fundamental premise: the atomic structure of solid systems is that of simple

motifs periodically repeated in the three-dimensional space space. This arrangement

is referred as a crystal lattice and the underlying property as crystallinity. The ideal

solids, within this context, are then periodic arrays in the space or, plainly, periodic

systems

Similarity of local environment for atomic species can also be achieved by us-

ing a different idealization: solids are made from similar, space filling, motifs, just

like in the oriental mosaics, a concept that nowadays has gained lots of attention,

particularly with the identification of what are referred as quasi-crystalline struc-

tures obeying this premise but not that of standard crystallinity. Although this last

statement is much more general, the amount of interesting crystalline solids, and
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the accumulated know-how on crystal structures, keep the lattice crystal model in

the front-line of materials description. In this chapter we give a brief overview of

the characteristics associated to crystalline solids and some simplifications in the

description of their properties arising from the periodical character.

D.1 A review on basic concepts.

The periodicity paradigm implies that the atoms, or the atomic motifs forming a

solid, occupy all the sites of a three-dimensional array of points formed by translating

the arbitrary origin an entire number of times in each direction. Then, the atomic

motifs are located at points:

~Rn = ~0 + n1~a1 + n2~a2 + n3~a3, n1, n2, n3 ∈ Z (D.1.1)

The set of points in D.1.1 constitute a lattice. The vectors ~a1,~a2,~a3 spanning this

lattice are called basis vectors and each vector Rn in the set is referred as a lattice

vector. There are 7 different groups of basis systems, depending on the relative

orientations and lengths of the lattice vectors. Including the possibility of different

centerings of the atomic motifs 14 different types of lattices can be constructed, these

are known as the Bravais lattices. The atomic motifs themselves can have certain

symmetry properties, known as point symmetries. When point symmetries and

translational symmetries are considered, there are 230 possible symmetry groups,

known as the point groups. Each crystalline solid, therefore, belongs to one of the

possible point groups, a fact that provide a powerful classification scheme.

The polyhedron formed by the basis vectors, and the atomic motifs within this

polyhedron are referred as the unit cell.

Because atoms are periodically arranged, atomic densities and any other local

properties of the system must have the same periodicity that the underlying lattice.

Associated with the lattice D.1.1 there is a reciprocal lattice

~Gn = ~0 + n1~g1 + n2~g2 + n3~g3, with gi · aj = δij, (D.1.2)
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the spatial Fourier transform of any object with the periodicity of the lattice

contains only terms with ~k = ~Gn. Reciprocally, any function defined as a Fourier

sum containing only reciprocal vectors has necessarily the periodicity of the lattice.

An important example showing the significance of the reciprocal lattice arises

in the diffraction theory: the intensity of scattered X-rays can be approximated (in

the first Born approximation that we are not going to discuss here) by:

I(~k0 − ~kf ) = |
∫

(~r)ei(
~ki−~kf )·~r|2

where ~k0 and ~kf are the wave-vectors of the incident and scattered light pulses,

respectively, and (~r) is the scattering density. (~r) must have the symmetry of the

lattice, therefore, as stated above, its Fourier transform contains only contributions

from vectors in the reciprocal space. Then, we must have

~ki − ~kf = ~Gn

which is known as the Laue condition for X-ray diffraction. The smallest poly-

hedron centered in the origin of the reciprocal space and enclosed by ~k vectors

satisfying the Laue condition is called the first Brillouin zone. This region is, then,

the zone of space which is closer to the origin than to any other reciprocal vector.

Any vector in the space is then the sum of a vector in the first Brillouin zone plus

a reciprocal lattice vector.

D.2 Single particle equations in the periodic sys-

tem: the Bloch’s Theorem.

If we assumed that the many-electron problem has been reduced to a single-particle

description, the electronic orbitals should obey a Schrödinger equation of the form:

HΦi = { ~p
2

2m
+ V (~r)}Ψi(r) = EiΨi(~r).

Because the atoms are periodically arranged, the potential V must have the

periodicity of the lattice and then:
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V (~r) =
∑

Gn

V ( ~Gn)ei
~Gn·~r

expanding the wavefunctions in plane waves:

Ψi(~r) =

∫
Ci(k)ei

~k·~rdk

we find that the Schrödinger equation is transformed to:

∫
ei
~k·~r{(~

2k2

2m
− E)C(k) +

∑

Gn

V ( ~Gn)Ci(~k − ~Gn)} = 0,

a condition that can not be fulfilled unless it is true for each Fourier component.

Then, we must have

(
~2k2

2m
− E)Ci(k) +

∑

Gn

V ( ~Gn)Ci(~k − ~Gn) = 0 (D.2.3)

In the former system of equations, each ~k is coupled only to its translations by

reciprocal vectors, the solutions for the eigen-energies can, therefore, be labeled by

the vector ~k, Ei = E(~k), consequently the eigen-vectors can be labeled as Ψi = Ψ~k.

The diagonalization problem has, then, a block form where each block contains

a given ~k vector and its periodic images, and the eigen-vectors are given by the

solutions of equation D.2.3 for each ~k. The plane waves expansion of each eigenvector

is then of the form

Ψ~k(~r) =
∑

Gn

ei(
~k+ ~Gn)·~rC(~k + ~Gn) (D.2.4)

Note, however, that the labeling of energies and eigenvectors by the ~k vectors does

not mean that the wavefunctions are eigen-functions of the momentum operator:

each wavefunction is a superposition of several (in principle an infinite number) of

plane waves differing by reciprocal lattice vectors as in equation D.2.4.

Equation D.2.4 can be written as:

Ψk(~r) = ei
~k·~r
∑

Gn

ei
~Gn·~rC(~k + ~Gn) (D.2.5)
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the summation in D.2.5 runs over each reciprocal vector. It has, therefore, the

translational symmetry of the spatial lattice and we can finally write:

Ψ~k(~r) = ei
~k·~ru(~r) with u(~r + ~Rn) = u(~r), (D.2.6)

a result that is known as the Bloch’s theorem: the single-particle’s orbitals in a

periodic lattice have the form of plane waves times a function with the periodicity

of the lattice. The wavefunctions of D.2.6 are called Bloch’s waves.

D.3 The band-structure of solids and the density

of states.

The Bloch.’s waves represented in equation D.2.6 provide a convenient way to char-

acterize the electronic structure. To each ~k value there can be several associated

energies and wavefunctions. The collection of 4-dimensional surfaces representing

the energies as function of the wave-vectors is called the band structure, and it is an

extension of the concept of energy levels in a finite system. Bloch’s electrons are also

quasiparticles, because they carry on both the information of the lattice periodicity

and the electronic interactions that are implicit in the effective Schrödinger equa-

tion. Their energies can, therefore, be considered as approximations to the several

addition, removal or absorption energies.

It is important to review some properties of the Bloch’s waves in order to un-

derstand the full significance of the band structure:

Bloch’s waves are periodical in the reciprocal space, in fact we have that:

Ψ(
~k + ~Gm)(~r) = ei(

~k+ ~Gm)·~r
∑

Gn

ei
~Gn·~rC(~k + ~Gm + ~Gn)

= ei
~k·~r
∑

Gn

ei(
~Gn+ ~Gm)·~rC(~k + ~Gm + ~Gn)

= ei
~k·~r
∑

Gl

ei
~Gl·~rC(~k + ~Gl), with ~Gl = ~Gm + ~Gn)

= Ψ(
~k),

(D.3.7)
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consequently, the energies are also periodical in the reciprocal space:

E(~k + ~G) = E(~k),

meaning that we only need to know the dispersion relationship in the first Bril-

louin’s zone. The transition probability between two Bloch’s waves mediated by an

interaction potential varying as ei(~q·r+w(q)t) (electromagnetic fields, interaction with

fast electrons, and several other phenomena) are given, in first order perturbation

theory by:

S~k,~k′ ∼
∫

ei(
~k−~k′+~q)·ruk(~r)u

∗
k′(~r),

because the uk(~r)u
∗
k′(~r) term has the periodicity of the lattice, we can write:

uk(~r)u
∗
k′(~r) =

∑

Gn

f~k,~k′e
i ~Gn·~r

and then the transition probabilities are given by:

S~k,~k′ ∼ f~k,~k′
∑

Gn

δ(~k − ~k′ + ~q) (D.3.8)

conservation of energy requires, by other hand:

Ek − Ek′ = ~w(q) (D.3.9)

For photons, the wave-vector ~q is usually negligible compared to the reciprocal

lattice vectors and, then, photon mediated processes are recalled as elastic colli-

sions. The relationships D.3.8 and D.3.9 are also valid for the transitions between a

Bloch’s wave and a free plane wave (electron emission). The band structure can be

measured, then, in photoemission experiments by measuring the momentum vector

of the ejected electron (Angle-Resolved Photoemission).

The amount of available states within a given energy range is called the Density

of electronic states, and it is the quantity measured by the total photoemission

power. In terms of the band structure it can be written:

D(E) =

∫
d~k
∑

i

δ(Ei(~k)− E) (D.3.10)
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where the Ei(~k) are the various energies that can, in general, correspond to the

same Bloch’s wave vector. In terms of the band structure the former can also be

written as a surface integral on the k-space

D(E)dE =
1

(2Π)3
(

∫

ek=const

dSE
|∇E(k)|)dE. (D.3.11)

D.4 Lattice dynamics: phonons.

In the spirit of the Born-Oppenheimer approximation and within the molecular

mechanics limit, the potential felt by a given ion in the crystal, located at a given

position ~rnαi = ~Rn + ~rαi where ~Rn is a lattice vector and ~rαi is the position in the

unit cell, is given by the total energy of the crystal. If we perform a Taylor expansion

near the equilibrium position we have:

E(~rnαi+~snαi = E(~rnαi) +
1

2

∑

nαi,mβj

∂2E

∂rnαi∂rmβj
snαismβj + ... (D.4.12)

where the snαi are the displacements with respect to the equilibrium position. If

we keep only the first two terms in the Taylor expansion (i.e. we make an harmonic

approximation) the equations of motion for the ions will look like:

Mα ¨snαi +
∑

mβj

Φmβj
nαi smβj = 0 (D.4.13)

where Mα is the mass of the corresponding ion and the Φmβj
nαi mβj elements are

the harmonic coefficients:

Φmβj
nαi =

∂2E

∂rnαi∂rmβj

In principle, we have to deal with a formidably large system of coupled oscilla-

tions, as the number of atoms is large (remember : about 1022 in a typical solid

sample). It is possible, however to decouple the equations using the ansatz:

snαi =
1√
Mα

uαi(~q)e
i(~q·~Rn−wt)

which is similar to a plane wave but it is only defined on the lattice points Rn.

This ansatz lead to :
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−w2uαi(~q) +
∑

βj

∑

m

1√
MαMβ

Φmβj
nαi ei~q(

~Rm−~Rn)uβj(q) = 0 (D.4.14)

Because of the lattice periodicity, the summation over lattice vectors Rm does

not depend upon the origen Rn, we now define the dynamical matrix elements to

be:

Dβj
αi (~q) =

∑

m

1√
MαMβ

Φmβj
nαi ei~q(

~Rm−~Rn),

and rewrite the system of equations as:

−w2uαi(~q) +
∑

βj

Dβj
αi (~q)uβj(q) = 0 (D.4.15)

which is just a diagonalization problem with matrices of 3nI×3nI , with nI being

the number of ions in the unit cell.

Equation D.4.15 gives the normal modes of vibration for the solid system. They

represent a system of harmonic oscillators, if those oscillators are quantized, the

related field quantum is called phonon.

The relationship between the corresponding frequencies w(~q) (or energies) and

the wave vectors ~q is also referred as dispersion relationship. 3nI different solu-

tions are possible for each ~q, and these various solutions are referred as branches

of the dispersion relationship. Inelastic scattering of light (Raman Spectroscopy),

electrons or neutrons (the most traditional) can be used to measure the dispersion

relationships.

We close this section by remarking that although anharmonic motions play a sig-

nificative role in important processes, for instance structural transitions, most of the

thermal properties of solids can be understood by studying the phonon relationships.

Further reading

General solid state physics:

H. Ibach and H. Lüth, Solid State Physics, an introduction to theory

and experiment, Springer-Verlag, Berlin (1991).
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N. W. Ashcroft and N. D. Mermin, Solid State Physics, Brooks Cole; 1 edition

(1976).
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Appendix E

Optical response.

.. The name of the song is called ’Haddocks’ Eyes’!”

”Oh, that’s the name of the song, is it?” Alice said, trying to feel

interested.

”No, you don’t understand,” the Knight said, looking a little vexed.

”That’s what the name is called.

Through the Looking Glass, Lewis Carrol.

E.1 Microscopic description of the interaction with

external fields. Linear Regime

Let us consider a system subject to a time dependent external potential Vext ac-

tivated at a given time t ≥ to, assuming that at to the system was in the ground

state, the electronic density functional n(Vext can be formally written in a Taylor

expansion:

n(r, t)− no(r) = n1(r, t) + n2(r, 2) + ... (E.1.1)

where the indexes 1,2,3... stands for the order in the external potential Vext. The

response at first order is given by:

n1 =

∫
dt′
∫
d3r′χ(r, t, r′, t′)Vext(r

′, t′) (E.1.2)
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Which defines the first order density-density response function χ. Using the

standard first order perturbation theory, we can write

χ(r, t, t′, t′) =
∑

m

< 0 |nH(r)|n >< m |nH(r′)| 0 >
~w − (Em − Eo) + iδ

−< 0 |nH(r′)|m >< n |nH(r)| 0 >
~w + (Em − Eo) + iδ

(E.1.3)

where nH is the density operator in the Heisenberg representation, δ is an positive

infinitesimal introduced to assure causality, |0 > is the ground state and the {|m >}
stands for the excited states of the system and {Em} for their energies.

If the system is supposed to be described by a time-dependent Hartree-Fock

wavefunction, the response function can be calculated through the Hartree-Fock

orbitals and orbital’s energies:

χ(r, t, t′, t′) =
∑

i,j

ni − nj
−~w + εi − εj − iδ

fij(r)fij(r
′)∗ (E.1.4)

with

fij(r) = φi(r)φ
∗
i (r),

φi being the SCF-orbitals and εi their respective energies. This approximation is

referred as the Random Phase Approximation (RPA).

In terms of the potentials, the response of the system to the external potential

is written as:

Vtot =

∫
dr′ε−1(r, r′, w)Vext(r

′, w) (E.1.5)

where we have make the time Fourier transform, using the Poisson equation for

the induced potential in terms of the induced density is easily seen that:

ε(r, r′, w) = δ(r, r′) +

∫
dr′′

χ(r, r′′, w)

|r − r′′| (E.1.6)
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E.2 The dielectric function in a Tight-Binding Ap-

proximation.

We have calculated the dielectric response following the Graf and Vogl [135] prescrip-

tion that will be briefly described here. A tight-binding-like momentum operator is

defined as:

Pn,n′(k) =< nk|∇k′H(k′)|n′k > (E.2.7)

where |nk > are the system eigenvectors. From the expression for the Hamilto-

nian in the reciprocal space in terms of the localized orbitals, one can write:

∇k′Hα′I′,αI(k
′) =

∑

l

(Rα′I′l −RαI)e
ik′(Rα′I′l−Rα) ∗ tα′I′l,αI(Rα′I′l −Rα) (E.2.8)

where l stands for the corresponding periodic cell, I is the atomic index in the unit

cell, and α stands for the kind of atomic orbital. The eigenvectors are a superposition

of Bloch states constructed with the molecular orbitals:

|nk >=
∑

αI

CαI(nk) ∗ |αI, k > (E.2.9)

where the Bloch orbitals used as basis are given by:

|αIk >=
∑

l

eik∗RαIl|α, I, L >

then, in terms of the vectors representing the eigenstates in the Bloch states

basis, we obtain:

Pn,n′(k) = C†(nk) ∗ ∇k′Hα′I′,αI(k) ∗ C(n′k) (E.2.10)

this is the appropriate tight-binding momentum operator that appears in the

typical RPA expression for the transversal dielectric function. For a non-metal

(only full band occupation, so it is also valid for graphene where the valence band

is fully occupied) we have:

22nd June 2005



E.3. Dielectric Loss of fast electrons passing through a material system.220

Im(εij) =
4e2
∏2

w2~m2
oVo

∑

n,m,k

P i
nm ∗ P j

mn(fn(k)− fm(k)) ∗ δ(w − (Em(k)− En(k))/~)

(E.2.11)

The real part of the dielectric function can be calculated from the Kramers-

Kronig relationships.

Implementation in the TROCADERO code

In the Tight-Binding TROCADERO code, the matrix ∇k′Hα′I′,αI can be easily cal-

culated in analogy to the squared forms of the Hamiltonian matrix, ( construct k point matrices

subroutine, in the TROCADERO code) within the DFTB module.f90 and PET-

TIF module.f90 (a module that we have implemented for the orthogonal Pettifor

parametrization). We have chosen the Pettifor parametrization for the dielectric

function parametrization because it yields a better description of the empty states

(the ones more relevant for the optical response). It is only necessary to include the

corresponding cofactors (Ri − Rj) within the respective routines. It is important

to recall that calculating dielectric functions require a large number of k-points (a

good result for diamond requires a 32x32x32 Monkhorst-Pack cell)

The Kramers-Kronig relationships are evaluated by a tetrahedral integration.

E.3 Dielectric Loss of fast electrons passing through

a material system.

When a fast electron interacts with a material system with a certain dielectric func-

tion, the interaction potential is given by:

Vint(r) = e2

∫
dr′

n(r′)

|r − r′| (E.3.12)

where n is the total density within the material and r is the external electron

position. Transforming to the momentum space:

Vint(r) =

∫
dk

4Π

k2
e2nke

ikr (E.3.13)
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If the electron is moving fast enough so that the Born approximation is valid, the

probability per unit of time W(k,w) of having a momentum transfer ~k and energy

transfer ~w is given by:

W (k, w) =
2Π

~
(
4Πe2

k2
e2)2

∑

m

< 0|nk|m >< m|nk|0 > δ(w − wm) (E.3.14)

regarding the expression for the density-density response function E.1.3 and for

the dielectric function, one can see that the energy loss can be characterized by a

Loss function:

L(w)α− Im(

∫
drdr′e−ikrχ(r, r′, w)eikr) (E.3.15)

that is, it is determined by the Fourier transform of χ or, even more and according

to the relationship between χ and ε:

L(k, w) = − 8Π

~k2
Im(ε−1(k, k, w)) (E.3.16)

that, in the case of small k vectors is just given by the inverse of the macroscopic

dielectric function.

In a typical Tight-Binding or pseudopotentials approach, the core states are

fully neglected, so that energy transfer to core electrons can not be described by

the thereof calculated dielectric function. The core energy loss can, nevertheless,

be approximated if one neglects the final state effects (no electron-hole interaction),

assumes also that the core bands are quite flat (a rather reasonably approximation,

or at least one consistent with the tight-binding or pseudopotentials approach). This

technique also considers that the initial state is localized on a single atom (that is,

after all, why one consider them core states!). Then, the core energy loss will be

given by the projected density of states and the corresponding selection rules. For

example, for the carbon K-shell, the initial state is s− like so that the core energy

is roughly given by the p− projected density of states.
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Further reading

Optical response of material systems

D. Pines, Elementary Excitations in Solids : Lectures on Phonons,

Electrons, and Plasmons Westview Press, (1966),

G. Onnida, L. Reining, A. Rubio, Electronic Excitations: Density Func-

tional versus Many-Body Green’s functions approach,

Electromagnetic fields in tight-binding models:

M. Graf and P. Vogl, Physics. Rev. B, Electromagnetic fields and dielec-

tric response in empirical tight-binding g theory 51, 4940 (1995).
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Appendix F

Simplified evolution of the

occupation number in a

tight-binding approach

Everybody guess

that baby can’t be blessed

till she finally finds that

she is like all the rest

Like a woman, Bob Dylan.

In this appendix, we show the derivation of equation 4.1 for the evolution of the

occupation number of a system described in a tight-binding approach and interaction

with a laser field. We start from the Hamiltonian in the Schŕ’odinger representation:

H = H0 +HI =
∑

m

εmc
†
mcm +

∑

mn

gmnc
†
mcn (F.0.1)

where c†m and cm correspond to creation and annihilation operators of electrons in the

tight-binding orbital m with given energy εm. As there is no place here for confusion

with the notation, we omit the hats we have used in other chapters to distinguish

the operators. This operators obey anti-commutation relations [cm, cn]+ = [c†m, c
†
n]+

and [cm, c
†
n]+ = δmn. Switching to the interaction representation we transform the
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annihilation operator according to

c̃m = U−1cmU with U = e−
i
~H0t

= e
i
~H0tcme

− i
~H0t = eαc

†
mcmcme

−αc†mcm with α =
i

~
εmt (F.0.2)

= e−αcm .

For the creation operator this means

c̃†m = eαc†m , (F.0.3)

and we find for the interaction part of the Hamiltonian

H̃I = U−1HIU =
∑

mn

gmnU
−1c†mUU

−1cnU =
∑

mn

gmne
i
~ (εm−εn)tc̃†mc̃m . (F.0.4)

Thus, in the interaction representation the Hamiltonian reads

H̃ =
∑

m

εmc̃
†
mc̃m +

∑

mn

g′mnc̃
†
mc̃n with g′mn = gmne

i
~ (εm−εn)t (F.0.5)

From now on, we drop the tilde as we perform all calculations in interaction repre-

sentation.

We are interested in the time dependence of the density matrix ρ̂ which obeys

the equation of motion

i~
∂ρ̂

∂t
= [HI, ρ̂] , (F.0.6)

where ρ̂ll′ = c†l cl′ in the single-particle approximation. In addition to Eq. F.0.6

we impose the Pauli principle by ensuring 〈ρ̂ll′〉 ≤ 2 as the equations are written

independent of spin. First, we determine the value of various commutators:

[c†mcn, cl ] = c†m[cn, cl ] + [c†m, cl ]cn = 2c†mcncl + 2c†mcl cn − δlmcn , (F.0.7)

[c†mcn, c
†
l ] = c†m[cn, c

†
l ] + [c†m, c

†
l ]cn = 2c†mcnc

†
l + 2c†mc

†
l cn − δlnc†m , (F.0.8)

where [cn, cl ] = cncl − cl cn = 2cncl and [c†m, cl ] = c†mcl − c†l cm = 2c†mcl − δlm was

used. With this expression we find

[c†mcn, c
†
l cl′] = [c†mcn, c

†
l ]cl′ + c†l [c

†
mcn, cl′]

= 2c†mcnc
†
l cl′ + 2c†mc

†
l cncl′ − δlnc†mcl′ + 2c†l c

†
mcncl′ + 2c†l c

†
mcl′cn − δl′mc†l cn

= 2δlnc
†
mcl′ − δlnc†mcl′ − δl′mc†l cn

= δlnc
†
mcl′ − δl′mc†l cn = δlnρ̂ml′ − δl′mρ̂ln .

(F.0.9)

22nd June 2005



Appendix F. Simplified evolution of the occupation number in a
tight-binding approach 225

Thus, Eq. F.0.6 yields

i~
∂ρ̂ll′

∂t
=
∑

mn

g′mn
(
δlnρ̂ml′ − δl′mρ̂ln

)
=
∑

m

(
g′mlρ̂ml′ − g′l′mρ̂lm

)
. (F.0.10)

The diagonal part of this is

i~
∂ρ̂ll
∂t

=
∑

m

(
g′mlρ̂ml − g′lmρ̂lm

)
. (F.0.11)

Integrating Eq. F.0.10 we find

ρ̂kk′ = ρ̂kk′(t−∆t)− i

~

∫ t

t−∆t

dt′
∑

n

(
g′nkρ̂nk′ − g′k′nρ̂kn

)
(F.0.12)

Introducing this into Eq. F.0.11 yields

i~
∂ρ̂ll
∂t

=
∑

m

{
g′mlρ̂ml(t−∆t)− i

~
g′ml

∫ t

t−∆t

dt′
∑

n

(
g′nmρ̂nl − g′lnρ̂mn

)

−g′lmρ̂lm(t−∆t) +
i

~
g′lm

∫ t

t−∆t

dt′
∑

n

(
g′nlρ̂nm − g′mnρ̂ln

)}
.

(F.0.13)

Assuming that the nondiagonal elements of ρ̂ vanish instantaneously, we find

i~
∂ρ̂ll
∂t

=
i

~
∑

m

{
g′ml

∫ t

t−∆t

dt′
(
−g′lmρ̂ll+g′lmρ̂mm

)
+g′lm

∫ t

t−∆t

dt′
(
g′mlρ̂mm−g′mlρ̂ll

)}
,

(F.0.14)

and considering that g′∗ml = g′lm

~2∂ρ̂ll
∂t

= 2Re

{∑

m

g′ml

∫ t

t−∆t

dt′g′lm(ρ̂mm − ρ̂ll)
}
. (F.0.15)

Introducing the full form of g′lm

g′lm = eiωlmt
E(t)

2

[
eiωt + e−iωt

]
xlm with ωlm =

εl − εm
~

, (F.0.16)

Eq. F.0.15 reads

~2∂ρ̂ll
∂t

= Re

{∑

m

|xlm|2E(t)
[
ei(ωml+ω)t + ei(ωml−ω)t

]
×

×
∫ t

t−∆t

dt′E(t′)
[
ei(ωlm+ω)t′ + ei(ωlm−ω)t′

][
ρ̂mm(t′)− ρ̂ll(t′)

]}
.

(F.0.17)
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Introducing the Fourier transform of the pulse envelope via E(t′) =
∫∞
−∞ dω

′g0(ω′)eiω
′t′ ,

we find

~2∂ρ̂ll
∂t

= Re

{∑

m

|xlm|2E(t)
[
ei(ωml+ω)t + ei(ωml−ω)t

]
×

×
∫ t

t−∆t

dt′
∫ ∞

−∞
dω′g0(ω′)

[
ei(ωlm+ω+ω′)t′ + ei(ωlm−ω+ω′)t′

][
ρ̂mm(t′)− ρ̂ll(t′)

]}
.

(F.0.18)

We now approximate Eq. F.0.18 assuming that the time ∆t for which we want to

integrate the equation is small with respect to slowly varying functions and large

with respect to rapidly oscillating functions (coarse integration). Thus, we find

~2∂ρ̂ll
∂t

= Re

{ l−1∑

m=1

|xlm|2E(t)ei(ωml+ω)t

∫ ∞

−∞
dω′g0(ω′)

[
ρ̂mm(t)− ρ̂ll(t)

]
δ(ωlm − ω + ω′)

+

M∑

m=l+1

|xlm|2E(t)ei(ωml−ω)t

∫ ∞

−∞
dω′g0(ω′)

[
ρ̂mm(t)− ρ̂ll(t)

]
δ(ωlm + ω + ω′)

}
.

(F.0.19)

Assuming the energy levels to be numerous, we transform the sums (
∑

m) to inte-

grals, introducing the density of states N(ε)

~2
∂ρ̂εl
∂t

= Re

{∫ εl−1

ε1

dεN(ε)|x(εl, ε)|2E(t)ei(ε−εl+ω)t

∫ ∞

−∞
dω′g0(ω′)

[
ρ̂ε(t)− ρ̂εl(t)

]
δ(εl − ε− ω + ω′)

+

∫ εM

εl+1

dεN(ε)|x(εl, ε)|2E(t)ei(ε−εl−ω)t

∫ ∞

−∞
dω′g0(ω′)

[
ρ̂ε(t)− ρ̂εl(t)

]
δ(εl − ε+ ω + ω′)

}
,

(F.0.20)

and evaluating the δ functions we obtain

~2
∂ρ̂εl
∂t

= Re

{∫ ∞

−∞
dω′eiω

′tE(t)g0(ω′)
[
N(εl − ω + ω′)|x(εl, εl − ω + ω′)|2

[
ρ̂εl−ω+ω′(t)− ρ̂εl(t)

]

+N(εl + ω + ω′)|x(εl, εl + ω + ω′)|2
[
ρ̂εl+ω+ω′(t)− ρ̂εl(t)

]]}
.

(F.0.21)

Assuming that the dipole matrix elements are constant (Xlm = x0) and taking into

account that the density of states N(εl − ω + ω′) is properly included if we sum

over all TB energy levels, we obtain after evaluating the operator equation in the

tight-binding basis

∂nεl
∂t

=

∫ ∞

−∞
dω′g(ω′, t)

[
nεl−ω+ω′(t)− nεl(t) + nεl+ω+ω′(t)− nεl(t)

]
, (F.0.22)
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where we have abbreviated g(ω′, t) = cos(ω′t)E(t)g0(ω′)|x0|2/~2, and nεl(t) is the

occupation of the state l.

This last equation is just the same as Eq. 4.1.
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