
INSTITUTO POTOSINO DE INVESTIGACIÓN
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Propiedades mecánicas y de transporte
electrónico en nanoestructuras

Mtro. Samuel Baltazar Rojas

Agosto, 2007

Resumen

El trabajo de investigación doctoral se ha desarrollado sobre transporte electrónico

en moléculas orgánicas e inorgánicas y sobre el estudio de propiedades mecánicas en

nanoestructuras bajo presión. Para la primera parte se ha considerado un modelo

Huckel extendido (EHT) y cálculos de primeros principios (LSDA) para describir

agregados de silicio (Si29H24) y moléculas orgánicas (styrene, biphenyl). Fenómenos

de transporte son estudiados usando EHT y el formalismo de funciones de Green

fuera de equilibrio. La importancia de la interacción agregado-superficie es estudiada

aśı como el control de la conductancia a través de, por ejemplo, dopamiento de super-

ficies, distorsión estructural de la molécula, efecto de punta STM, etc. Fenómenos

asociados a dispositivos electrónicos, como diodos o el efecto de resistencia negativa,

han sido encontrados en estas moléculas y métodos de control son además presen-

tados. Estos resultados refuerzan la idea de poder utilizar moléculas orgánicas e

inorgánicas como dispositivos electrónicos a escala atómica. Además se ha utilizado

un modelo clásico para estudiar la respuesta mecánica de nanoestructuras como nan-

otubos de carbono bajo una presión externa encontrando transiciones estructurales

a fases estables y metaestables.

Copyright c© 2007 por Samuel Baltazar Rojas.
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Summary

The doctoral research has been developed considering the electronic transport in or-

ganic and inorganic molecules and the study of mechanical properties in nanostruc-

tures under pressure. The first part considers the extended Huckel model (EHT)

and first principle calculations (LSDA) to describe silicon clusters (Si29H24) and

organic molecules (styrene, biphenyl). The electronic transport regime is modeled

with the EHT apporach and the formalism of non equilibrium Green functions. The

importance of the cluster-surface interaction is studied as well as the control of the

conductance by doping effect on surfaces, structural distortions of molecules, STM

tip effect, etc. Several phenomena associated to electronic devices such as diode

effect or negative differential resistance have been found in these molecules and con-

trol methods are also presented in this work. The obtained results reinforce the idea

of using organic and inorganice molecules as electronic components at atomic scale.

Besides this, we have used a classical model to study the mechanical response of

nanostructures such as carbon nanotubes under an external pressure finding struc-

tural transitions to stable and metastable configurations.

Copyright c© 2007 by Samuel Baltazar Rojas.
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Chapter 1

Introduction

1.1 State of the art

The industry based on semiconductors has experienced a dramatic development

during the last decades in order to achieve the construction of faster and smaller

electronic devices. That this development has been characterized by Moore’s law

that has stablished that the number of transistors per chip doubles every 2 years [1].

According to this prediction, the technology based in semiconductors was fueled to

develop new electronics devices with higher performances, energy efficiency and ca-

pability to concentrate integrated transistors until reaching the forthcoming limits

where a silicon chip of 45 nm is intended to be produced at the industrial scale [2]. In

addition, as the silicon industry comes close to the design of components at atomic

scale, it is necessary to explore other directions about miniaturization at atomic

levels. The study of molecular devices provides us with the great opportunity to

understand the behavior and the properties of physical systems at the nanoscopic

scales. For instance, the concept of resistance has to be adjusted at small scales

because electrons flow through a conductor in the ballistic regime in which the re-

sistance becomes independent of the length of the system.

Physical understanding of systems at a small scale has considerable increased a lot

in the last few years due to the potential applicability in areas such as microelec-

tronics [3–7], optoelectronics [8–10], biology [11, 12], etc.

There are several well developed approaches for the transport properties at the

1



1.2. Motivation 2

mesoscopic scale starting with the Landauer formula in the middle of the 20th

century [13]. However, if we want to consider a more general theory that allows

electronic interactions, high applied voltage, time dependent situations, etc., it is

necessary to introduce and develop different set of tools which allow to take a system

and bring it adiabatically out of equilibrium situation. In this context, Green’s func-

tions have been introduced, mainly because of the applicability to non-equilibrium

situations [14–16]. Nowadays, we can find this technique applied, within tight-

binding [17, 18] or ab-initio calculations [19], to the study of several mesoscopic

systems, such as carbon nanotubes [20, 21], nanowires [3, 22–24], electromechanical

devices [8, 25], biological systems such as DNA molecules [11, 12, 26–28], etc. We

have also continued working in the project about nanostructures under an external

pressure. This project contains the study of several nanostructures such as single

walled carbon nanotubes, fullerenes and metallic clusters and the study is based in

a classical molecular dynamics approach.

1.2 Motivation

Studies related to electronic properties in small systems has been recently enhanced

due to many possible applications in electronics, biology, etc. In particular, the

conductance in molecules interacting with surfaces has been studied because these

systems with discrete levels and electronic band structures could be used to control

charge transport. This can be understood in the same way las the nanotransistors

that allow charge transfer at some specific voltages.

In addition, doping surfaces is another related mechanism to control electronic trans-

port and therefore considering surfaces and molecules as active compound in these

process.

We have been developing our code to study finite systems under pressure and in

particular considering caron nanotubes to examine the mechanical resposne of these

systems under an external hydrostatic pressure.
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1.3 Objectives

The main goal of this doctoral project is to develop and apply theoretical tools to

study electronic transport through molecular systems. In order to accomplish this

goal, it is necessary to achieve some previous steps. Some of these steps are:

• Understanding the theoretical tools in electronic transport processes. In par-

ticular, we are interested in describing these phenomena using the non-equilibrium

Green’s functions technique (NEGF) as well as a classical method to determine

the flux of electrons at high temperatures.

• Describe and calculate properties such as resistance, charge density var ions,

current as a function of applied voltages, etc. of 1-D and 2-D systems. These

properties can be evaluated both at equilibrium and non-equilibrium situa-

tions.

• Investigate the behavior of properties in isolated and coupled systems, specially

the interaction between clusters and surfaces. At the beginning, we focus the

study of surfaces such as semiconductors and non-organic molecules.

• Introducing organic molecu[]les, between electrodes in order to see the behavior

of the conductivity associated with tehem.

• Examine the effect produced by distorsion in molecules on the transport prop-

erties due to the natural molecular vibrations.

• Investigate nanostructures, such as single walled carbon nanotubes, under hy-

drostatic pressure and temperature in order to search for structural transitions,

and compare the results with published data.
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Chapter 2

Theoretical background

2.1 Introduction

Since the middle of the 20th century, the scientific literature in the area of electronic

transport has been growing at steady pace. One of the main difficulties was how to

obtain the experimental measures of the transport properties. In 1982, the appear-

ance of the scanning tunneling microscopy allowed the possibility to obtain images

at atomic scale of both surfaces and molecules. Since then, the equipment has been

developed to measure not only the atomic configuration of the systems but also to

get the local electronic properties in a spectroscopical approach.

In this chapter, we are going to present the theoretical tools that are necessary to

understand the quantum transport and calculate transport properties in molecular

systems. The first part is a review of the different approaches that have been develo-

ped during the last decades. One important tool is the Green’s function which have

been extensively used in this topic to study systems and to individualize properties

related to some specific components of a given system.

2.2 Historical remarks

Mechanical and electronic properties at macroscopic scale have been described and

supported by several classical laws. For example, conduction phenomenon can be

7
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described based on the Ohm’s law

G =
σS

L
,

where σ corresponds to the electronic conductivity of a sample. It is a general fact

that the conductance G depends on parameters such as the cross section S and the

length L of the sample. However, some limitations are found at small scales, where

quantum phenomena become more important. In this case, a more appropriated

description is given by the Landauer formula:

G =
2e2

h
MT ,

where M is the number of transversal modes and T is the probability that the

electron can flow through out a conductor. In Fig. 2.1, we can see a schematic

system (electronic reservoirs, leads and a central region). By using this definition,

it is possible to find a finite resistance for small conductors that is quite different

from the macroscopic concept.
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Figure 2.1: Schematic diagram for a mesoscopic system. LL and LR represent the

left and right contacts and the Source and Drain are the electronic reservoirs at

different chemical potential µ1 and µ2.

2.3 Green’s functions

A different approximation to study transport properties can be developed by consid-

ering Green’s functions. These functions have been previously considered in classical
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physics, to solve inhomogeneous differential equations (like Poisson’s equation), but

in our study, they are useful in the many body theory because it is possible to use

them like solutions of a wave equation with an (inhomogeneous) singularity. More

over, Green’s functions are a strong tool to evaluate physical properties in many

body systems at equilibrium as well as non-equilibrium conditions [1–3]. As an ex-

ample, in the case of a system with non-interacting electrons, important excitations

come from the leads that connect electronic reservoirs with the conductor. How-

ever, the power of these functions becomes more evident when electron-electron or

electron-phonon interactions are taken into account.

At equilibrium, in principle only one function is needed, for example, the time-

ordered Green’s function for single particle a zero temperature

G(x, t; x′, t′) = − i
~
< Ψo|T{ΨH(x, t)Ψ†H(x′, t′)}|Ψo >

< Ψo|Ψo >
.

In this case, Ψo are eigenfunctions (which are obtained, for example, by tight-binding

calculations). Furthermore, we can generalize this expression for finite temperatures

as follows:

G(x, t; x′, t′) = − i
~
Tr{ρTΨH(x, t)Ψ†H(x′, t′)} ,

where ρ is the density matrix operator and T is the time-ordered operator. Be-

sides this function, other ones can be defined: advanced (Ga), retarded (Gr), lesser

(G<) and greater (G>). These functions are recommended to calculate the phys-

ical response of a system or to calculate observable and kinetic properties. If we

want to consider a mesoscopic device in a non-equilibrium case, for example when

a large voltage is applied, or when the device is under a non-uniform electric field,

an extension of these Green’s functions is necessary. Nevertheless, non-equilibrium

Green’s functions theory (NEGF) has a structure similar to the T = 0 case at equi-

librium [4–6]. NEGF are defined as expectation values of creation and annihilation

operators of particles (quasiparticles) and describe the state and time evolution of a

system. Interactions between subsystems can be represented by Σ terms, which in-

clude: carrier-impurity dispersion, phonon dispersion, carrier-carrier dispersion, etc.

In general, Green’s functions are determined by solving a set of Dyson’s equations;

which are integral or differential forms of the Schrodinger equation. The integral
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representation of the Schrödinger equation

{i ∂
∂τ1
− [−1

2
∇2
x1

+ U(x1, τ1)]}G(x1, τ1, x1′ , τ1′)

= δ(1− 1′) +

∫

C

dσ

∫
d3yΣ(x1, τ1, y, σ)G(y, σ, x, τ1) (2.1)

is convenient to apply for a perturbative expansion of the solutions.

If we consider the integral form (Keldysh method) [4], motion equations of Green’s

functions, like lesser function G< are solved like

G< = (1 +GrΣr)G<
o (1 + ΣaGa) +GrΣ<Ga) ,

where the advanced and retarded functions are given by

Gr,a = Gr,a
o +Gr,a

o Σr,aGr,a .

2.4 Molecule-reservoir interactions

Here we describe the applied electronic transport method that has been followed,

which is vey close to that one given by Datta [7]. In order to describe the en-

tire system (substrate-molecule-electrode) we have considered that all compounds

remain fixed after the adsorption of the molecule on the surface. Transport proper-

ties at equilibrium and non-equilibrium conditions were calculated using a Green’s

functions approach, and describing the electronic properties by means of a a semiem-

pirical extended Hückel theory (EHT), where the parameters are obtained from first

principle calculations.

From the Hamiltonian of a molecule Hmol and a contact HC , a coupled system (con-

tact C - molecule) can be described by the composite Schrödinger equation: In the

case of isolated systems (Fig. 2.2a), we can write the Schrödinger equation for the

molecule:

E{ψ} = [Hmol]{ψ} ,

where the electrons are associated to eigenfunctions ψ, and the contact part

E{Φ} = [HC ]{Φ}
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Figure 2.2: Diagram of the (a)isolated and (b) coupled molecule-contact system

with corresponding eigenfunctions {Φ}. We can rewrite the last equation adding

the infinitesimal term [η],

[EIC −HC + iη]{Φ} = {SC}

coming from the contact equation ([EIC − HC ]{ΦR} = {SR}), that estimates the

quantity of electrons going out from the contact. In the same way, SR takes into

account the entrance of electrons to the contact.

From the Hamiltonians of the molecule Hmol and the contact HC , a coupled sys-

tem (contact C - molecule) can be described by the composite Schrödinger equation

[(E + iη)S −H]G(E) = 1, η → 0+ (2.2)

where S is the normalization matrix and G is the Green function approach of the

total system. By using the function G, the spectral function (density of states per

unit energy) can be written as

A(E) = − 2

π
Im[G(E)] (2.3)
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for the spin unpolarized case. Following this description, the local density of states

can be written as

ρ(r, E) =
∑

µν

Aµν(E)ψµψν , (2.4)

where the ψs are the molecular wavefunctions, giving rise to the electronic density

as

n(r) =

∫ EF

−∞
dEρ(r, E) (2.5)

that considers the integration just until the Fermi energy level. Now, if we want

to study the consequences on a specific part of the system due to the presence of

the other parts, the Green function approach allows it by including the effect as

perturbations on the original Green function. This approach has been described

by Williams et al.. [8] to study defects in crystals as perturbations. They have

shown that the problem can be described by a Dyson equation and have obtained

the Green function of the perturbed system. In our case, the Dyson equation leads

to the perturbed Green’s function of the cluster due to the presence of the surface.

The surface effects are included as

G(E) = G0(E) +G0(E)ΣG(E) (2.6)

where G0 and G are the Green functions associated with the isolated (unperturbed

part) and the supported cluster (perturbed) respectively, and Σ is the self-energy

matrix given by:

Σ = τG0
s(E)τ † . (2.7)

The previous equation takes into account the effect of the surface, which could come

as broadening and shifting of molecular energy levels (the size of G, G0 and Σ are

defined mainly from the molecular orbitals values). The term G0
s(E) corresponds

to the Green function of the isolated surface and τ is the coupling matrix between

the cluster and the surface. The non-equilibrium regime is considered when another

electrode is added to the system and an external voltage is applied between the

surface and the electrode. In this case, the representation for the supported cluster

is changed by using the correlation function G< = GΣ<G< to determine the charge

density at a specific bias V . The term Σ< = i(f(E−µs)Γs+f(E−µe)Γe) is the lesser
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self-energy that depends on the chemical potential µ and the broadening matrix Γ

of the surface and the metallic electrode.

Now, generalizing for the total system (surface+molecule+electrode), the in-

teractions of the molecule with the surface and the electrode are given by their

self-energies matrices Σi, so the molecule Green function can be written as:

G = [(E + i0+)I −H − Σs − Σe]
−1 , where Σs,e = τs,eGs,eτ

†
s,e , (2.8)

considering that surface and electrode are in equilibrium at different chemical po-

tentials µ1 and µ2. The correlation function Gn , the matrix version of the electron

density per unit energy, can be obtained from the partial spectral functions Ai as

[Gn] = [As]fs + [Ae]fe, (2.9)

where

As = GΓsG
† and Ae = GΓeG

† (2.10)

arre the components of the total spectral function A = As + Ae. Considering the

imaginary part of the self-energy matrices, we can define the broadening of energy

levels due to the contacts, such as:

Γs,e = i[Σs,e − Σs,e†] . (2.11)

The rate at which electrons goes from one contact to another through the molecule is

the transmittance T (E, V ). By considering coherent transport (without scattering

processes) T (E, V ) can be evaluated using the relation

T ≡ Tr[ΓsGΓeG†]. (2.12)

Finally, the expression used to calculate the current through a system like the one

depicted in Fig. 2.3, where a molecule, with discrete energy levels, is located between

a semiconductor surface and an electrode (with a uniform distribution of states),

can be written as

I =
2e

h

∫ ∞

−∞
dET (E)[f1 − f2]. (2.13)

The transmittance T (E) is integrated in the energy interval associated with each

applied bias voltage and fi = f(E − µi) is the Fermi function of the contact i for a
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specific chemical potential. For both cases (surface and electrode) local equilibrium

is assumed and, in principle, the low temperature approximation is used, so the

integration can be performed between µ1 and µ2.

After this calculation of the transmittance and following the treatment given by

Semiconductor      Metal
Molecule

  substrate STM tip

Figure 2.3: Schematic configuration of the system substrate-molecule-electrode sys-

tem showing the characteristic distribution of electronic states.

Tian et al. [9], the differential conductance can be obtained, for low temperatures,

as a function of the calculated transmittance at a specific voltage bias

dI

dV
≈ G0T (Ef + eV ) , (2.14)

where G0 = 2e2/h is the maximum conductance parameter and assuming that the

electrostatic potential mainly modifies the chemical potential of the metallic elec-

trode.

2.5 Hamiltonian

Two different approaches have been considered to describe the system (contacts+

molecule). The first one corresponds to a tight-binding approach where the para-

meters were fixed from first principle calculations, and the second one considers a

quantum description of the system where electron-phonon interactions are conside-

red.

For the first case, the Hamiltonian has been defined using the extended Hückel

method (EHT), where the Hamiltonian matrix elements Hαi,βj between two atomic

orbitals α and β of atoms i and j respectively were approximated to be proportional

to the overlap Oαi,βj and such thatHαi,βj = Kαi,βj·Oαi,βj . According to Cerda et al..,
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the parameter Kαi,βj can be defined using the form: Kαi,βj = KEHT · (Eαi +Eβj)/2.

The atomic orbitals have been defined from Slater-type functions (STF) and spher-

ical harmonics:

Xnlm(r, θ, φ) = snζ(r)Ylm(θ, φ) (2.15)

where

snζ(r) =
(2ζ)n+1/2

√
(2n)!

rn−1e−ζr (2.16)

and the spherical harmonic is given by

Yθ,φ =

√
2l + 1

4π

(l −m)!

(l +m)!
eimφ(1− θ2)m/2θl−m

×
l−m∑

p=0,2,...

(2l − 1− p)!!(−1)p/2

(l −m− p)!p!! θ−p .

The parameter KEHT , the exponents and the coefficients of the Slater-type functions

are summarized in table 2.1 for the case of Si and H atoms that have been considered

in the first part of the project, where the parameters have been setted comparing

energy levels with other theories like local density approximation (LDA) and gradient

generalized approximation (GGA).

For the second part, the Hamiltonian can be also described for the entire system

(see figure 2.1), where the tunneling is explicitly described like H = Hc+Ht +Hcen:

H =
∑

k,α∈L/R
εk,αa

†
α,kaα,k

+
∑

α∈L/R;k,σ,i=1,dg

[
ti,k,α{x̂}a†α,kdi,σ +H.c.

]
+Hcen[{di}, {d†i}] ,

where a†k,α (ak,α) is the creation (annihilator) operator. In this case also there could

be a degeneration dg when the entire system is coupled. As an example, in the

central region, we can consider the non-interacting case where

Hcen = ε
∑

i=1,dg ;σ

d†i,σdi,σ , (2.17)

or with the electron-phonon interaction

Hcent = εnd +
U

2
nd(nd − 1) + λω0(b† + b)nd +

p2
x

2M
+

1

2
Kx2 + ω0b

†b (2.18)

where nd =
∑

i=1,dg ;σ d
†
i,σdi,σ is the electron number in the central region (molecule).



2.6. Electron-phonon case 16

Table 2.1: EHT parameters of atomic orbitals (AO) basis sets for H, C, N, Si and

Au (Slater-type).

Element KEHT AO Eonsite ζ1 c1 ζ2 c2

H 1.75 1s -13.600 1.3000 1.0 1.0 0.0

C 2.8 2s -21.39592 2.00290 0.71927 0.00000 0.00000

2p -15.22713 1.63935 0.55108 3.48317 0.53135

3d -4.06791 0.86366 0.88307 0.0 0.0

N 2.3 2s -27.12699 2.74251 1.0 1.0 0.0

2p -17.52764 2.26145 1.0 1.0 0.0

3d -5.60857 0.62169 0.37978 1.0 0.0

Si 2.3 3s -18.10264 1.83611 0.70366 1.0 0.0

3p -11.25298 0.78901 0.02770 1.70988 0.98313

3d -5.34706 0.68292 0.68383 1.72102 0.46957

Au 2.3 6s -12.13418 2.31605 0.60326 1.0 0.0

6p -6.73967 1.74458 0.62661 1.0 0.0

5d -14.02565 2.32731 0.37598 5.44496 0.79437

2.6 Electron-phonon case

If we want to consider a generic Hamiltonian of a coupled system (contacts + tun-

neling couplings + molecule), it can be separated as: H = HC +Ht +Hmol

H =
∑

k,α∈L/R
εk,αa

†
α,kaα,k

+
∑

α∈L/R;k,σ,i=1,dg

[
ti,k,α{x̂}a†α,kdi,σ +H.c.

]
+Hcen[{di}, {d†i}]

where the central region or molecule is defined, when electron-phonon interaction is

considered, like,

Hmol = εnd +
U

2
nd(nd − 1) + λω0(b† + b)nd +

p2
x

2M
+

1

2
Kx2 + ω0b

†b ,

where nd =
∑

σ d
†
σdσ, λ, is a coupling factor, ω is the fundamental frequency of the

vibrational phonon, and U is the charge energy.
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Electrons can be couple to two kinds of phonons: i) internal vibrational mode with

frequency w0 that couples to the electric field in the molecule and where phonons

are created (annhihilated) by operator b(b†), ii) phonon mode that takes into ac-

count molecule oscillations when it is under a confinement potential, for instance,

parabolic with parameter K. This mode does not couple directly to the charge but

it depends on de displacement x in the tunneling amplitude terms ti,k,α{x}.
According to Koch et al. [10], we can assume an exponential decay of t with the dis-

tance between electrodes and the molecule. Considering that the distance between

electrodes is 2d and the molecule length is 2l, then:

tL,R(x) = t0exp(−(d− l ± z)/x0) ,

where x0 is a parameter used to adjust the extension of wavefunctions out of the

contacts and molecule.

In the high temperatures approximation developed by Mitra et al. [11], a coupling

between vibrational phonon mode and one electron is considered. In this case it

is possible to use a procedure to eliminate the coupling term using a canonical

transformation in the Hamiltonian with the operator:

X̂ = exp(−λ(b̃† − b̃)) ,

where b̃ = b − λ
∑

i,σ d
†
σdσ. The operator transforms using the definition S =

λ(
∑

σ d
†
σdσ)(b† − b) so O → eSOe−S and the Hamiltonian can be rewritten as H

′
=

H
′
mol +Hc +H

′
t and:

H
′
mol = ε

′
nd +

Ũ

2
nd(nd − 1) + ω0b̃

†b̃ ,

where ε
′
= ε−λ2ω0 (energy shift due to the addition of an electron into the molecule),

Ht =
∑

α∈L/R;k,σ,i=1,dg

[
ti,k,α{x̂}X̂a†α,kdi,σ +H.c.

]
.

Now, we can find an expression to determine the reduced density matrix variation

in the molecule ρmol when it is coupled to the contacts and if initially the contacts

are supposed to be uncoupled to the molecule, ρ = ρD ⊗ ρleads. The expression of
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the density matrix variation ρmol allows to find a set of coupled equations for the

occupation probabilities in the molecule defining:

P n
m =< n,m | ρD | n,m >

as the probability to have a state with n electrons and m phonons, and the equations

can be written as:

Ṗ n
q =

∑

a,q′

fa((q − q′)ω0 + U(n− 1))Γaq,q′P
n−1
q′

+ [1− fa((q′ − q)ω0 + Un)Γaq,q′P
n+1
q′ ]

− [1− fa((q − q′)ω0 + U(n− 1))Γaq′,qP
n
q ]

− fa((q′ − q)ω0 + Un)Γaq′,qP
n
q ,

where fa(x) ≡ f(x + ε′ − µa) and µa is the chemical potential of contact a. The

variation for going from a state with n electrons and q phonons in the molecule to a

state with n−1 electrons and q
′
phonons is Rn→n−1

q→q′ =
∑

a=L/R fa((q−q′)ω0 +U(n−
1))Γaq,q′ where Γaq,q′ is the transition rate to transfer an electron from the molecule to

the contact a changing the phonon state from q to q
′

, equivalent to the transition

rate of an electron from contact a to the molecule changing the phonon state from

q to q′ and then

Γaq′,q = Γa|< q′ | X | q >|2 .

These terms are calculated according to the method given by Mahan (ref.), where

the absolute value (|< q′ | X | q >|2 ≡ X2
q,q′) is given by:

X2
q<q′ =

∣∣∣∣∣
∑

k=0,q

(−λ2)k(q!q′!)1/2λ|q−q
′|e−λ

2/2

k!(q − k)!(k+ | q′ − q |)!

∣∣∣∣∣

2

which is symmetric under the change q to q’.

To obtain the current through the system, Mitra et al. used the following expression

for the current through the contact a as a function of probabilities

Ia =
∑

n,q,q′

(2dg − n)P n
q fa((q

′ − q)ω + Un)Γaq,q′

− (n + 1)P n+1
q [1− fa((q − q′)ω + Un)]Γaq′,q

(2.19)
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2.7 Semiclassical approximation (WKB)

Considering the Schrodinger equation

∑

a

~
2ma

∆aψ + (E − V )ψ = 0 . (2.20)

If the wavefunction is approximated by ψ = e(i/~)σ , the equation can be written as

∑

a

1

2ma
(∇aσ)2 −

∑

a

i~
2ma

∆aσ = E − V (2.21)

and expanding the term σ into a series in powers of ~; σ = σ0+(~/i)σ1+(~/i)2σ2+. . .

and taking the one dimensional case for a single particle, the equation reduces to

σ
′2/2m− i~σ′′/2m = E − V (x) , where σ

′
= dσ/dx and σ

′′
= d2σ/dx2 .

(2.22)

If we now consider only the first approximation σ = σ0 and neglect the second term,

the equation is σ
′2
0 /2m = E − V (x) with the solution

σ0 = ±
∫ √

2m(E − V (x))dx. (2.23)

The integrand can be recognized as the classical momentum p(x) =
√

2m(E − V )

of the particle. The term neglected is small when ~|σ′′/σ′2| � 1. If we consider

σ′ = p, then |d(λ/2π)/dx| � 1, which means that the wavelength of the particle

has small changes with the distance x. In other words, the approximation is not

applicable when the momentum is small, i.e, when E = V (x).

Now, the second term in the expanded series in ~ is evaluated from the reduced

Schrödinger equation, leading to

σ
′
0σ
′
1 +

1

2
σ
′′
0 = 0 .

It follows that σ
′
1 = −σ′′0 /2σ

′
0 = −p′/2p, which upon the integration gives σ1 =

−1
2

log p. Replacing this expression in the expanded series and in the wavefunction

one gets

ψ = C1p
−1/2e(i/~)

R
pdx + C2p

−1/2e−(i/~)
R
pdx .
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2.8 Potential I

In order to consider oscillations of the molecules there are some potential that were

previously reported [12,13]. The Figure 2.4 shows the potential that we are consid-

ering as an external confining potential that we want to use. Using the semiclassical

(WKB) approximation, the eigenfunctions have been obtained considering five re-

gions separated by the limits were the energy E is equal to the potential V (x).

E
-b

V(x)

-a a

x

b

Figure 2.4: Symmetrical potential V (x) = x4 − x2 + h.

For this case, the WKB solutions are:

• x < −b

ψI =
c√
| p |

exp


−1

~

−b∫

x

| p | dx


 , (2.24)

• −b < x < −a

ψII =
c√
p
exp


−iπ

4
+
i

~

−a∫

−b

pdx− i

~

−a∫

x

pdx


+

c√
p
exp


iπ

4
− i

~

−a∫

−b

pdx+
i

~

−a∫

x

pdx


 ,

• −a < x < a

ψIII =
c√
p
sin


1

~

−a∫

−b

pdx


 exp


−1

~

a∫

−a

| p | dx+
1

~

a∫

x

| p | dx




+
2c√
| p |

cos


1

~

−a∫

−b

pdx


 exp


1

~

a∫

−a

| p | dx− 1

~

a∫

x

| p | dx




(2.25)
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• a < x < b

ψIV =
c

2
√
p
sin


1

~

−a∫

−b

pdx


 exp


−1

~

a∫

−a

|p|dx− iπ
4


 exp


− i

~

b∫

a

pdx+
i

~

b∫

x

pdx




+
2c√
p
cos


1

~

a∫

−a

pdx


 exp

(
1

~

∫ a

−a
|p|dx+ i

π

4

)
exp


− i

~

b∫

a

pdx+
i

~

b∫

x

pdx




c

2
√
p
sin


1

~

−a∫

−b

pdx


 exp


−1

~

a∫

−a

|p|dx+ i
π

4


 exp


 i

~

b∫

a

pdx− i

~

b∫

x

pdx




+
2c√
p
cos


1

~

a∫

−a

pdx


 exp

(
1

~

∫ a

−a
|p|dx− iπ

4

)
exp


 i

~

b∫

a

pdx− i

~

b∫

x

pdx



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• x > b

ψV =
c

2
√
p
sin


1

~

b∫

a

pdx


 cos


1

~

b∫

a

pdx


 exp


−1

~

a∫

−a

|p|dx


 exp


−1

~

x∫

b

|p|dx




+
2c√
p
cos


1

~

b∫

a

pdx


 sin


1

~

b∫

a

pdx


 exp


1

~

a∫

−a

|p|dx


 exp


−1

~

x∫

b

|p|dx




(2.27)

where p =
√

2m(E − V (x)) and c is a parameter that is defined according to the

conditions in each interval. We have also considered a generalized potential form

V (x) = vax
4− vbx2 +E0 and we have parameters of energy (E,E0), mass m, poten-

tial (va,Vb) and positions that can be associated and fixed with each particular case.

2.8.1 Density Matrix

One of the common assumptions about nanoelectronic devices, is that electronic

reservoirs are in equilibrium at a certain chemical potential. To implement the

dynamic variation of the density inside the system, we can define the projected

matrix density ρs

ρs = Trc{ρ(t)} ⊗ ρleads
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where ρC is the density matrix of the contact (left or right), that is at equilibrium at

some chemical potential (µL or µR). For the molecule, its density matrix (reduced

with respect to the total density) is:

ρcen = Trcρs .

If we also define a complementary density matrix ρt, so ρt = ρ− ρs and considering

TrCρt = 0, it is possible to express some properties in terms of ρcen. Using these

definitions, an expression for the density matrix variation can be written as:

dρcen,I(t)

dt
= −Trc

∫ ∞

−∞
dt
′
[HtI(t), KI(t, t

′
)[HtI(t

′), ρsI(t
′)]] .

This expression corresponds to a generalization of the master equation. For this

case, the description of operators is used in the interaction representation and then,

stationary conditions can be rewritten as:

0 =
∑

j

P jRj→i where P j =< j|ρcen|j >

and Rj→i terms are in-scattering and out-scattering rates. Conservation of the

probability assumes that
∑

iRj→i = 0 and provides the condition

0 =
∑

j 6=i
P jRj→i − P i

∑

i6=j
Ri→j ,

so it is possible to calculate the current coming from a contact α to the molecule

using the density of the system (< Iα(t) >= Trρ̂(t)Îα) obtaining

< I >= −iT r
∫ ∞

−∞
dt′[II(t)KI(t, t

′), HtI(t
′)]ρcen,I(t

′)⊗ ρc ,

where the current operator, used to calculate the current from contact α to the

molecule, is expressed as a function of the variation of occupation number operator

for the contact α:

Iα = −eṄα = − ie
~

[H,Nα] .

We can also obtain the current (a physical observable) considering the expected

value of current operator, for example current coming from the left contact (α = L):

< IL >= JL(t) = −2e

~

∫ t

∞
dt1

∫
dε

2π
ImTr

(
e−iε(t1−t)ΓL(ε, t1, t)

)

× [G<(t, t1) + f 0
L(ε)Gr(t, t1)] , (2.28)
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where Γ and G are matrices and f 0
L(ε) is the distribution function for the contact.

Each one of these Γmn terms is a coupling term between the region and the contacts.

Besides, an analogous formula can be obtained for JR(t).

This important equation, allows to calculate the current in terms of local quantities

(Green’s functions of the central region).
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Chapter 3

Silicon cluster on semiconductor

surfaces

3.1 Introduction

In the last years, a set of experiments have tried to understand the effect of molecules

supported by semiconducting surfaces. In this setup, a STM probe is used as a sec-

ond electrode and the applied potential controls the electronic transport. The use

of surfaces with band gaps and active electronic states could provide the ingredients

for new phenomena that are not observed in the case of metallic surfaces. Therefore,

the STM equipment is not only used to obtain images at an atomic scale [1], but

also to get local electronic properties of surfaces and molecules.

Similarly to surfaces, clusters have been also characterized theoretically and ex-

perimentally. For example, Belomoin et al. have reported the dependence of the

optical response of silicon cluster with different terminations (C, N, H) and as a

function of size (1-3 nm). They have discussed the application of these clusters

in biological imaging due to the light emission of these particles [2]. Usually clus-

ters are different from the bulk-like structure mainly because of surface effects such

as reconstruction (surface- volume ratio becomes an important control parameter).

On the other hand, from the transport properties point of view, linking electrodes

through macromolecules such as metallic nanocrystals or organic molecules have

provided a diode-like behavior originating in their dependence of the tunneling con-

26
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ductance [3, 4]. These results support the idea of developing nanoelectronic devices

by using silicon clusters as active structures. Along this research line, the deposi-

tion of small silicon clusters on silicon surfaces has been reported by Watanabe et

al. [5]. Scanning tunneling spectroscopy (STS) measurements were performed on

these samples and they were able to show resonant tunneling on those devices, due

to electronic states of the cluster [6].

In this chapter, we are going to present and discuss transport properties associated

to molecular levels and the electronic states associated to the molecule-surface in-

teraction. We start by identifying the properties of every part of the system without

interactions with the rest of components. As a first case, we present surfaces usu-

ally employed as substrates in experiments. Silicon and gold surfaces with different

orientations are considered in order to differentiate surface effects when a molecule

is supported by them. After that, isolated clusters are studied using several theory

levels in order to check the accuracy of our results. Once the isolated components

are studied, the coupled system is considered focusing our attention on determining

the way in which the molecule changes its electronic properties, such as density of

states (DOS), and testing the influence of different surfaces like Si[111] and Au[111].

Electronic properties are evaluated at equilibrium, and afterwards, a STM probe is

included in the system to simulate the spectroscopic calculations following the idea

of Tersoff et al. [7], who has not just obtained atomic scale images, but also studied

conductivity of molecules. To consider non-equilibrium conditions, both surface and

metallic electrodes respectively, are kept at local equilibrium adjusting the chemical

potentials µ1 and µ2. The self-consistent calculation that we perform for the poten-

tial and the electronic density assures the evaluation not only of the current, but

also of the conductance and charge transfer between the molecule and the substrate

and/or the metallic electrode.

3.2 Surfaces

The interest of this work is to study non-metallic surfaces like the first one showed

in Fig. 3.1-a, which is a semiconductor silicon with orientation [111] and without
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reconstruction [8]. In this case, the presence of dangling bonds on the surface is as-

sociated with non broad energy levels observed in band structure of fig. 3.1-b. This

band structure has been calculated using 24 layers (7 nm of depth) and is in good

agreement with the theoretical results of Ivanov et al. [9] that used an empirical

tight binding method. Reconstructed and passivated surfaces are mainly observed

in experiments [5, 6], but it is also possible to work with ideal surfaces in order to

better understand its electronic properties that are important for the mechanism of

reconstruction.

3.2.1 Si[111] surface
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0
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(a) (b)

Figure 3.1: (a) Lateral view of Si[111] surface without reconstruction. (b) The

calculated band structure.

Absorption of silicon clusters has been both theoretically [10] and experimentally

reported [5, 11].

Figure 3.1 shows the first case using an ideal silicon surface with [111] orientation.

In general, surfaces are reconstructed to minimize its energy, however it is possible to

experimentally produced unreconstructed surfaces and the study of their electronic

properties are important to understand the reconstruction processes. The system

posseses a diamond-like structure with a lattice parameter a = 5.43 angs. Besides

this, band structure has been calculated from geometric considerations and follow-
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ing a hexagonal path of k points. Considering a larger number of layers, a better

resolution of allowed energy levels can be achieved. Therefore we have considered

surfaces with a depth of 24 layers from the surface (7 nm approx.). Also, for the tight

binding model, the interaction between layers is considered until third neighbors.

The Fermi energy for silicon has been established between the gap given by the ion-

ization energy and the electronic affinity. The chemical potential has been then fixed

at -4.8 eV. From these results, we have obtained an associated indirect gap of 1.2 eV.

3.2.2 Si[111] surface saturated with H atoms

Figure 3.2: Configuration and band structure for Si[111] surface terminated with H

according to the theoretical and experimental results [12]. The Si-H distance is 1.5

angs.

In order to avoid a possible reconstruction of surface we can consider the inclusion

of atoms to saturate the system. In particular, the inclusion of Hydrogen atoms on

the surface changes the electronic and optical properties [13]. We can see that there

are some new states associated with the new Hydrogen layer, which saturate the

dangling bonds on the ideal surface (in this [111] direction there is one dangling

bond per unit cell).

The new states created by the silicon-hydrogen interaction promote a change in the

initial energy gap considered for the ideal case.
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Figure 3.3: Band Structure for Si[111]-H. (i) Calculated result, (ii) Reported result:

Pandey, Phys. Rev. B 14, 1557 (1976).

3.2.3 Si[100] surface

For this surface, we have considered an orientation [100] from the bulk. In this

direction, there are two dangling bonds per unit cell on the ideal surface. Figure

3.4 shows a lateral view of the surface where the number of layers considered are

Figure 3.4: Si[100] without reconstruction.

32 that corresponds to 16 cells of depthness. The importance of the number of

layers is related to the accuracy that we want to consider to evaluate the electronic

properties.
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The Figure 3.5 shows the comparison between the calculated band structure using
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Figure 3.5: Band structure: (i)calculated result, (ii) from a tight-binding model

reported by Ivanov et al.. [9]

the EHT approach and the previously reported result by Ivanov et al.., where a

tight-binding model was considered to describe the Hamiltonian of the system.
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As for the Si[111] surface, we have considered the hydrogenate surface Si[100]

where the distance between silicon atoms on the surface and the hydrogens is fixed at

1.35 angs. Again we have calculated the band structure associated with the surface

and compared with the results previously reported.

3.2.4 Si[100] surface saturated with H atoms.
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Figure 3.6: Band structure calculated. Distance Si-H: 1.35 angs.
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3.3 Atomic clusters

The study of charge transport in molecules has important applications in electro-

nics. In particular, silicon clusters have shown interesting optical and electronic

properties according to the size, structure and terminations [2, 14]. These clusters

possess properties that could be sensitive to the size and geometry

The model considered to define the Hamiltonian is based on the EHT. Parameters

for this model were established after a comparison of electronic structure of EHT

with other theoretical levels (as given by LDA and GGA). In order to estimate the

effect of the clusters on the surface, we have considered two kind of molecules: an

inorganic molecule Si29H24 and an organic molecule that in this case corresponds to

the Styrene which has been previously studied [15].

3.3.1 Si29H24 cluster

As a first stage, a structural optimization has been performed by using the compu-

tational software Gaussian 98 and following a local density approximation (LDA)

where the correlation functional VWN is combined with the exchange term of Slater

with the basis set 6-311G.

Optimized geometry:

Si-H : 1.501 angs.

Si-Si: 2.320 angs. (external rings)

Si-Si: 2.384 angs. (core)

For the optimized geometry, electronic structure of the cluster was calculated with

different approximations. Besides the EHT model parameterized for silicon and hy-

drogen, we have also used LDA and GGA approximations. Energy levels obtained

are listed in the next table:
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Figure 3.7: Silicon cluster Si29H24. Optimization has been obtained from a LDA

approximation and using a Gaussian basis set.

Level EHT (deg.) LDA (deg.) B3LYP/6-311G (deg.)

LUMO+2 -3.255(3) -2.406(1) -1.254(1)

LUMO+1 -3.463(3) -2.488(3) -1.303(3)

LUMO -4.428(3) -3.407(3) -2.297(3)

HOMO -7.512(3) -6.417(3) -6.529 (3)

HOMO-1 -7.617(2) -6.421(2) -6.547(2)

HOMO-2 -7.755(3) -6.423(3) -6.585(3)

Gap (EHT): 3.08 eV Gap(LDA): 3.01 eV Gap(CGA): 4.2 eV

According to Belomoin et al. (Appl. Phys. Lett., Vol. 80, 841-843), the gap (differ-

ence between HOMO and LUMO levels) for silicon clusters is 3.5 and 2.67 eV for

1.0 nm ( Si29H24) and 1.6 nm ( Si123Hxx )

Previously, Allan et al.. found that silicon clusters with diameters of 1.03 nm and

1.67 nm were stable with gaps of 3.4 and 2.63 eV.

As we can see, the distribution of states is similar in all energy levels except for the

highest unoccupied levels.
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3.3.2 Molecular Orbitals and charge density

In order to study the reactivity of a molecule and the electronic configuration of

the molecule, we can consider molecular orbitals around the HOMO level. Within

this approach, another possibility is to calculate the charge density associated with

states which are close to the HOMO level.

In order to compare charge densities between EHT and LDA, we calculated the

HOMO LUMO

Figure 3.8: Molecular orbitals calculated using a LDA approximation [16].

charge density for the highest occupied molecular orbital (with triple degeneracy),

as depicted in Figure 3.9 (the charge isosurfaces have the same cutoff). By using the

LDA approximation when can compare in a qualitative way the description of the

molecular levels with another model (EHT for example), specially if we are refering

to non excited states, because this theory is inprinciple defined to study the ground

state of the system.

The next case (fig. 3.10) corresponds to the evaluation of the total charge density

in all occupied states from the HOMO level until 3 eV below the Fermi level (35

states).
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Tight-Binding LDA

Figure 3.9: Charge density of HOMO level with tight binding and LDA models.

Tight-Binding LDA

Figure 3.10: Charge density considering occupied states from HOMO level until 3

eV below the Fermi level.

Besides the original geometric configuration, we have obtained another stable

structure for the silicon cluster Si29H24 interacting with the Si[111] surface follow-

ing a molecular dynamic simulation with a tight binding model.

Next, we have optimized the second configuration by using a LDA method provided
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by the computational software CPMD. The energy levels associated with the mod-

Figure 3.11: Second configuration for the cluster interacting with the Si[111] surface.

ified cluster are given by the following table:

Level EHT (deg.) LDA (deg.)

LUMO+2 -4.16(1) -3.235(1)

LUMO+1 -4.405(1) -3.402(1)

LUMO -6.032(1) -5.06(1)

HOMO -6.871(1) -5.914(1)

HOMO-1 -7.5(1) -6.421(2)

HOMO-2 -7.56(1) -6.438(1)

The new associated gap corresponds to 0.839 eV with the EHT model and to 0.854

eV with the LDA approach (considering free cluster calculations). In this config-

uration, there is no degeneracy at HOMO and LUMO levels, so we can compare

directly the eigenstates (fig. 3.12).

As we have proceeded before for the first cluster, the total charge density (24 states
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Tight-Binding LDA

Figure 3.12: HOMO with a tight binding model and a LDA theory (there is no

degeneracy at this level).

from HOMO until 3 eV below Fermi level) is shown in fig. 3.13:

Tight-Binding LDA

Figure 3.13: Charge density considering occupied states from HOMO until 3 eV

below the Fermi level.
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3.4 Cluster-surface interaction

We can find in the literature that the inclusion of organic molecules [3] and metallic

nanocrystals [4] between two electrodes present a diode-like behavior or changes the

tunneling conductance.

In this work, we want to study inclusion effects of silicon clusters on the several

surfaces.

We have tested different parameterizations for extended Huckel theory (EHT) in

several clusters SinHm. Also we have included results obtained by first principles

at several levels (LDA, CGA). The best match between EHT and DFT corresponds

to the LDA case.

The next step is to examine the DOS of the cluster in contact with the surface. We

have considered three different cases: Au[111], Si[111] and [Si100].

The Figure 3.14 shows the behavior of the DOS of Si29H24 as a function of the

-4 -3 -2 -1 0 1 2 3 4
E (eV)

D = 6 Angs.

D = 7 Angs.

D = 8 Angs.

D = 9 Angs.

DOS of Si  H   on Au(111) surface
at different cluster-surface distances

29 24

Figure 3.14: DOS of Si29H24 on Au[111]. Parameter D is the distance between

surface and the center of mass of the cluster.

distance D between the cluster and the metallic surface Au[111]. At large Ds, the

energy levels seem similar to the energy levels of the free cluster. As soon as the

D is diminished, the molecular levels are broadened due to the interaction between

the molecule and the metallic Au[111].
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The same procedure is applied to the molecule when it is deposited on the silicon

surface Si[100]. We can see here the same broadening effect, considering also that

there is a shift compared to the metallic surface that is due to the different assigned

chemical potential (-5.26 eV for Au and -4.8 for Si).

-5 -4 -3 -2 -1 0 1 2 3
E (eV)

D = 6 Angs.

D = 7 Angs.

D = 8 Angs.

D = 9 Angs.

DOS of Si  H   on Si(100) surface
at different cluster-surface distances

29 24

Figure 3.15: DOS of Si29H24 on Si[100]

For the free case, DOS of cluster has sharp energy levels. When the molecule

is in contact with the surface (which has a continuous density of states), intensities

are diminished and there is also a broadening of the states due to the interaction

with surface states.

Now for the coupled system, Figure 3.16, shows electronic configurations of the bare

components and the coupled case. The up figure corresponds to the discrete energy

levels associated with the free cluster Si29H24. The middle figure is the e-DOS of

a Si[111] surface where a energy gap of 0.4 eV is observed. This figure in good

agreement with the reported by Pandey and Schlüter [17, 18], where calculations

have been obtained using a semiempirical tight-binding method and a self-consistent

pseudopotential respectively. The presence of dangling bonds is observed in these

cases but at different positions compared with our results. When the molecule is on

the surface (down figure), a shift and broadening of molecule levels is found and the

appearance of a new peak around 0.7 eV above the Fermi level is obtained. There is
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also a small projection of the energy states coming from the surface associated with

dangling bonds around 0.5 and 1.0 eV below the Fermi level. In our calculations, we

shift the energy levels according with the chemical potential of -4.8 eV previously

reported for silicon surfaces [19].

Figure 3.16: DOS of new Si29H24 cluster on Si[111] at d = 2.2 angs and d = 2.5

angs.
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3.4.1 Displacement effect

Even considering the most suitable configuration of the molecule supported by the

surface, it is interesting to see what happens when the molecule is translated to

other positions on the surface. In order to consider this, we have evaluated the DOS

of the cluster at different parallel positions to the surface (X-Y plane). In fig. 3.17a

we can see the surface with the path followed in both directions (enhanced atoms

are equivalent due to translational symmetry).

X

Y 0

0.5

1

1.5

2

0

0.5

1

1.5

2

0

0.5

1

1.5

2

0

0.5

1

1.5

2

-6 -4 -2 0 2
E (eV)

0

0.5

1

1.5

2

-6 -4 -2 0 2
E (eV)

Along axis X Along axis Y

DOS of Si29H24 on Si(111) surface
cluster-surface distance = 6.0 Angs.

d1 = 1.72 
d2 = 2.6 

d1 = 1.67 
d2 = 2.91

d1 = 1.67
d2 = 2.91

d1 = 1.71
d2 = 2.59

d1 = 1.59
d2 = 2.51

d1 = 0.88
d2 = 2.1

d1 = 1.1
d2 = 2.5

d1 = 1.49
d2 = 2.51

d1 = 0.88
d2 = 2.1

d1 = 1.53
d2 = 2.47

Figure 3.17: a)Displacement along the x and y axis, and b) DOS of Si29H24 on

Si[111] for D = 6 angs. (surface-center mass distance)

Energy levels have been adjusted to set the Fermi level at the origin. We can see

that the new peak obtained is found at several cases. The next figure 3.18 shows

the variations of the DOS at a cluster surface distance D= 6.5 angs.
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Figure 3.18: DOS of Si29H24 on Si[111] at D = 6.5 angs and displacements along x

and y axis.

3.4.2 Modified cluster on Si[111]

As we have seen in section 3.3.2, there is also another possible configuration for the

silicon like the one depicted in fig. 3.11 For the modified structure, we can calculate

the DOS in a same way that for the original case. In the figure 3.19 we can see the

DOS of the modified cluster where there are new states coming from the surface

between -2 eV and -1 eV.
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Figure 3.19: DOS of modified Si29H24 cluster on Si[111] at D = 6.0 angs and dis-

placement along the x and y axis.

3.4.3 Local density

In order to understand the influence of the surface on the molecule, we can see and

compare how the electronic structure has changed respect to the free cluster. By

getting the local charge density associated to specific energy levels we can see the

contribution of each molecular state.

For the first configuration of the silicon cluster Si29H24, we have obtained the charge

density that has been depicted in figure 3.20. In this case we have considered four

energy intervals. It is important to note that the third energy interval (-4.2,-4.0)

eV, is related to the new peak found in the DOS. For this case, the charge density

is concentrated at the bottom of the molecule showing that there is a new bond

between the surface and the silicon cluster.

For the new configuration of the silicon cluster Si29H24, we have obtained the charge

density that has been depicted in figure 3.21.

From the charge analysis, we can see that the net charge for the supported molecules

is 0.70596 and 0.8944 for original and modified cluster respectively.

Also, we can see here the charge density associated to the new states found in the

DOS of figure 3.19, where (i), (ii) and (iii) are concentrated again at the bottom of
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(i) (ii)

(iii) (iv)

Figure 3.20: Local densities for the Si29H24 cluster on Si[111] and associated with

specific energy intervals (in eV): (i) (-6.35,-6.15), (ii) (-5.8,-5.7), (iii) (-4.2,-4.0), and

(iv) (-3.2,3.0)

the molecule.



3.4. Cluster-surface interaction 46

(i) (ii)

(iii) (iv)

Figure 3.21: Local charge densities for the modified cluster Si29H24 on Si[111] and

associated with specific energy intervals (in eV): (i) (-6.1,-5.9), (ii) (-4.9,-4.7), (iii)

(-4.6,-4.4), and (iv) (-3.2,3.0)

3.4.4 Doped surfaces

We can consider also doped surfaces, where instead of the inclusion of new atoms

such as boron and arsenic, the chemical potential was modified to obtain n-type

and p-type conditions. In the figure 3.22 we can see the displacement given by the

different doping and we have found also a charge transfer between the cluster and

the surface that is reported in the next table:
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Figure 3.22: DOS calculated for the cluster when is interacting with different doped

surfaces.

d(cls-surf) µ1=-4.6 µ2=-4.7 µ3=-4.8 µ4=-4.9 µ5=-5.0

Angs. charge charge charge charge charge

2.2 0.1004028 0.1325684 0.1654968 0.1995544 0.2350616

2.5 -0.01924367 0.0098188 0.04019987 0.0720236 0.1053664

Net

charges take into account the presence of different doping and the next step is to

evaluate the variation of the I vs V curve that is expected because of the different

number of states around the Fermi level which determine the charge transport.
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3.5 Part III: Transport properties

The conduction through a silicon cluster is considered in this section where a cluster

is supported first by a semiconductor and later by a metallic surface. These two

surfaces will help us to consider different regimes for the electronic transport. Also,

the cluster-metallic electrode distance has to be long enough to consider only a

current given by the tunneling phenomena.

3.5.1 Si29H24 on Si[111]

In this section, we have considered a flat tip using a Au[111] surface to measure the

transmittance and the current through the system (see Fig. 3.23). This has been

done because we want to consider a linear variation of the external field applied and

also because of the convenience to work with surfaces instead of non periodic cells.

In order to study the coupled system (substrate-molecule), we start considering the

electronic properties of the different components disconnected from each other. The

silicon cluster is deposited in a silicon semiconductor surface grown along the [111]

direction and without reconstruction. Experimentally the surface can exhibit a 2x1,

7x7 reconstruction according to the applied temperature [5,6], but it is also possible

to obtain a Si[111]-1x1 structure [20]. The understanding of the transport without

reconstruction could also help to differentiate different mechanisms in the case of

reconstruction. In this particular case, there are dangling bonds on the unrecon-

structed surface which are associated with dispersion less energy levels calculated

at the band structure of Si[111]. The band structure has been obtained using 24

layers (7 nm of depth) and we find that the electronic and structural properties are

in good agreement with theoretical results obtained by Ivanov et al. [9]. For the

molecule, a H-passivated Si29H24 silicon cluster has been selected, where the atomic

configuration of the cluster in contact with the silicon surface has been geometrically

optimized following the LSDA theory, to find the atomic structure with the lowest

energy. The optimal distance between the silicon cluster and the surface was found

at 2.2 angs. (distance between silicon atoms on the surface and hydrogen atoms of

the silicon cluster). Once the relaxed structure has been obtained, the electronic
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Figure 3.23: Atomic configuration of the silicon cluster interacting, at a given opti-

mal distance, with a semiconducting surface Si[111] and a metallic electrode Au[111]

used as a STM probe.

structure (energy levels in the cluster) is calculated using the EHT approach, where

the parameter KEHT was fixed at 1.75 and 2.1 for H and Si respectively [21]. The dis-

tribution of calculated molecular energy levels, close to the Fermi level, are in good

agreement with the results obtained with a LSDA approach and the HOMO-LUMO

difference of 3.04 eV (3.01 eV in the case of LSDA) is also in good agreement with

other studies previously reported and based on first principle calculations [2, 22].

Figure 4.5 shows the electronic configurations of the isolated components and the

coupled case that has been calculated following the EHT approach. Figure 4.5-(A)

corresponds to the discrete energy levels associated with the free cluster Si29H24.

Figure 4.5-(B) is the e-DOS of a Si[111] surface where a energy gap of 0.45 eV is ob-

served and the contribution of dangling bonds are present mainly at 0.75 eV below

the Fermi level. This description is in good agreement with the results reported by

Pandey [17] and Schlüter [18], obtained using a semiempirical tight-binding method
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Electronic structure of the system. Graph A shows the energy levels of Si29H24 for

the isolated case, whereas B shows the DOS of Si[111] and finally C corresponds to

the DOS of Si29H24 cluster on ideal Si[111].

and a self-consistent pseudopotential respectively. The presence of the dangling

bonds is observed in these cases with a general shift of the states compared with our

results. After the molecule is absorbed on the surface, a total shift and broadening

of molecular levels are found in the e-DOS, as observed in fig. 4.5-(A). A new peak

is also found around 0.7 eV above the Fermi level. A similar behavior in the DOS

has been found when we have considered different positions for the molecule on the

surface keeping fixed the same cluster-surface distance. After the equilibrium, and

for the calculation of transmittance, current and conductance, a second electrode

is considered as a STM probe that can be assume to be a metal slab compared to

the molecular diameter. This electrode is a planar and ideal Au[111] surface, which

happens to be numerically convenient to obtain the Green’s functions of the surface

based on a periodic cell. Both electrode and surface are initially at local equilibrium

and with chemical potentials µe=-5.26 eV and µs=-4.8 eV respectively [19]. We

follow changing the chemical potential of the metallic electrode forcing it to be at
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Figure 3.25: dI/dV (solid line) and conductance (dashed line) as a function of the

applied bias. The inset shows the current for the Si[111]- Si29H24 - Au[111] system

as a function of voltage. The optimal cluster-surface distance considered is 2.2 angs.

equilibrium with the surface. Then, an external voltage bias V is applied when µe is

changed, and the molecule is embedded in an electric field created by the contacts.

By changing the applied bias V , the molecule is then embedded in an electric field

created by the contacts. In this situation, the transmittance T (E, V ) is calculated,

and the current at the applied voltage can be obtained by integrating the transmit-

tance function in the specific energy interval associated to each bias V.

We have also considered doped surfaces, prepared to modify the availability of elec-

trons in the surface. This effect allows to change the number of states close to the

Fermi level that are important in transport processes. A simple approach to char-

acterize this effect considers the variation of the chemical potential leading to three

regimes: undoped, p-doped and n-doped cases. Another factor is the electrode(tip)-

cluster distance, which has been studied by considering d(cls-tip)= 4, 5 and 6 angs.

In this case, the current shows only a change in the intensity in agreement with the

exponential decay of current as a function of the distance.

Figure 4.6 presents the differential conductance dI/dV, conductance G and in the

inset the I-V characteristic for Si29H24 cluster on the surface considering 2.2 angs.

as the optimal cluster-surface distance. The dI/dV curve shows the peaks distribu-



3.5. Part III: Transport properties 52

tion as a function of applied voltage. Is important to notice that the peak initially

located around 0.7 eV (see G in fig. 4.6) is reported in the conductance but its

contribution in the dI/dV and the I-V characteristic is barely noticed compared to

the next peak located around 1.5 eV above Fermi level and that increase the current

at voltages bigger than 1.5 V.

The figure 4.8 shows the evolution of the states in the DOS when an external bias
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S

bias= 0.0 V
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Energy E-E  [eV]F

Figure 3.26: DOS as a function of the applied voltage. Also, charge distribution of

the new peak is depicted as an inset.

is applied. In this case, we can see that the small new peak at 0.7 eV (charge density

of the peak is depicted in the DOS in Fig. 4.8), obtained from the cluster-surface

interaction, does not shift its position, compared to the other states. This behavior

can be also observed in fig. 4.6, where the differential conductance dI/dV shows the

peak in the same position respect to the conductance G (evaluated at equilibrium).

After this, we examine the effect of applying a negative bias to see the evolution

of the states when the potential profile is given in the opposite direction. In this

case, we have considered the last occupied state (located at -1.65 eV) and showed

the voltage effect on the DOS of Si29H24 (see fig. 4.10). Charge distribution of the

last occupied state (A) is depicted in Fig. 4.10 within the case when voltage bias of

-3.0 V is applied (B). As soon as the voltage is more negative , peaks are shifted to

the left, respect to the surface Fermi level, and the labeled peak in the DOS of the

molecule is splitted in two separated states.

This evolution is confirmed when we observe the charge distribution associated with
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Figure 3.27: The up figure shows the distribution of the charge density of Si29H24

associated with a specific peak in DOS at 0.0 (A) and -3.0 V (B). The figure below

shows the calculated DOS at different applied voltages.

this peak (upper figures in fig.4.10). A polarization of the electronic charge in Si29H24

cluster, along the direction perpendicular to the surface, is observed. The initial

charge distribution (A in figure 4.10), at 0 V, shows a non-symmetrical distribution

whereas when the applied bias is -3.0 V a symmetrical distribution is obtained.

We have also considered doped surface following a simple approximation based

in an artificial shift of the Fermi level in order to simulate the inclusion of dopant

atoms, such as P or S, on the surface. Considering the initial chemical potential

(µs=-4.8 eV), a n-type surface was defined for µs=-4.3 eV, whereas for the p-doped

case, the chemical potential was fixed at µs=-5.3 eV. For both cases, an energy shift

of the DOS is obtained respect to the initial condition and the I-V characteristics

shows a similar displacement, depicted in Fig.4.11. The influence of the new found

peak is still neglected in these cases, because it is still localized in the energy gap

of the surface. Also, the shift of the new peak is smaller compared to the other

peaks (see DOS in Fig.4.8), because this state is associated to the cluster-surface
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Figure 3.28: Calculated current through the surface-molecule-electode system con-

sidering doped surfaces (n-type and p-type).

interaction.

3.5.2 Discussion

Here, we have reported a set of electronic transport calculations for the semiconductor-

cluster-metal system. In order to understand the transport mechanism, we consider

three cases; i) equilibrium case (V=0) where µ1 = µ2, there is no current flowing from

one electrode to another. ii) For negative bias, the relation µ2 − µ1 = −qV shows

that a flow of electrons goes from the silicon surface to the STM probe throughout

the molecular energy levels. Notice that the molecular levels are shifted to the left

respect to the surface chemical potential µ1, because of the potential created between

the electrodes. iii) For a positive bias, we can see that molecular levels are shifted

to the right respect to the surface chemical potential, so we can consider electronic

transport due to the presence of unoccupied molecular orbitals and available states

in the surface.

At equilibrium, as is depicted in fig. 4.5, the cluster-surface interaction h as es-

tablished a new peak in DOS, which can be observed with the charge distribution

depicted in fig. 4.8. The net charge of the cluster shows that the cluster has trans-

ferred electronic charge to the surface, due to the interact ion and this distribution
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is modulated by the applied bias under non-equilibrium conditions. The influence

of the new peak is also diminished in the fig. 4.6 where the conductance G shows

the peak around 0.7 eV and in contrast, the dI/dV and I-V curve show the same

peak with almost no perturbation compared to the contribution of the next peak

starting at 1.5 eV. This can be explained considering that the new peak (at 0.7 eV)

is located inside the region associated to the band gap of Si[111]. Also, the cluster-

surface interaction is barely affected by the voltage in the range we have applied it,

showing that this is a localized state (charge density depicted in fig.4.8) compared

to the rest of the molecular states. In the case of negative bias, we can see that

the effect of the electrical field promotes a splitting of the peak A in fig. 4.10. The

charge density for this peak (going from A to B) in fig. 4.10, have also redistribution

when the bias is increased, leading to a symmetrical distribution ( at -3.0 V).

3.5.3 Si29H24 on Au[111]

In order to see the difference between metallic and non-metallic surfaces, we have

considered the same cluster Si29H24upported by a metallic surface Au[111]. This case

is important because of the nature of the DOS associated to the surface that does

not present energy gap. The chemical potential is -5.26 eV, which is the same value

used before for the STM probe. The DOS for Au[111] surface has been compared

with a reported calculation and is in relatively good agreement. The figure 3.29

shows the electronic configuration of the system, considering the isolated cluster,

the DOS of the surface and the coupled case. In this case, we do not find a new

peak as in the previous example with the semiconductor . We can find again a

similar broadening of the molecular energy levels.

The next step is to evaluate the molecular orbitals for the coupled molecule and this

is shown in fig.3.30. We have chosen peaks A and B, initially associated with HOMO

and LUMO levels to compare with the states obtained when Si29H24 is supported by

Si[111] surface. Whereas the peak B is similar to the peak B found in fig.4.8, the peak

A is rather different compared to the peak A found in fig.4.10. In order to consider

a non equilibrium situation we have included another metallic electrode as a STM
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Figure 3.29: Electronic configuration for the isolated cluster and surface and the

coupled Au[111]- Si29H24 system.

Figure 3.30: Molecular orbitals for supported Si29H24. Charge densities previously

associated with HOMO (A) and LUMO (B) levels are shown.
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probe. The calculated current as a function of the applied bias is shown in fig.3.31

where a ohmic behavior is found. This effect can be understood because of the DOS
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Figure 3.31: Current as a function of the applied bias.

of Au[111], where there is no energy gap, and for low voltages, the most important

influence comes from the surface states that are transfered to the molecule. Notice,

that for low voltages and due to the energy difference between the HOMO and

LUMO levels in the molecule, the initial molecular states (see free cluster in fig.

3.29) are not considered at this point. Also, we have included the redistribution

of the charge related to the peak B in the figure 3.32 as a function of the applied

voltage. This redistribution is obtained mainly in the direction perpendicular to

the surface (which corresponds here to the up-down direction ) and due to the

potential energy that is created between the metallic electrodes when a external

bias is applied. Finally, we have evaluated the DOS and transmittance at different

voltages in fig.3.33. In this case we have seen that the peaks are shifted according to

the applied bias and that the transmittance calculated for some peaks are smaller

than other peaks (see for example the peak located at 1 V respect to the peak

located at 2 V).This can be understood because of the natural distribution of the

charge density associated to each peak. According to this case we have obtained a

description of the charge density that is given only by the molecular orbitals. From
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Figure 3.32: Charge distribution of the peak B of fig.3.30 as a function of the applied

voltage.
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Figure 3.33: DOS and transmittance for the supported Si29H24t different applied

voltages.

the DOS we can see (Fig. 3.30) that there is no new peak found due to the interaction

produced between Si29H24 and Au[111], that is different respect to the previous case

with the semiconductor surface previously considered. Also, the absence of an energy

gap in the case of Au[111] has promoted a monotonous increasing current when a

low external bias is applied in both directions (Fig. 3.31). This behavior is observed

until the bias is high enough ( bias !¿ 1.7 V) to consider a new conduction channel

given by a molecular level.
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3.6 Conclusions

We have employed a Hamiltonian based in a extended Huckel model that takes into

account only the contribution of the valence electrons. Considering this descrip-

tion, we have obtained the electronic properties associated with several surfaces and

molecules, comparing our results with others already published in the literature.

The good agreement of calculated DOS, band structures and charge densities, with

results obtained with tight-binding methods or ab initio calculations, has allowed us

to define a suitable parameterization for the system under study. Transport prop-

erties have been evaluated considering a system modeled with an extended Hückel

model, used to describe the electronic properties in the system. The electronic

properties such as DOS and charge density are in good agreement when they are

compared with tight-binding and ab initio calculations. In particular, for Si29H24

on Si[111], a new peak created by the cluster-surface interaction, was found in the

energy gap of the silicon surface. This gap diminishes the effect of the new peak

in the I-V characteristic as well as in the dI/dV case. The new state has a charge

distribution close to the surface and its position is unaffected by the external applied

bias. On the ranges we study, our results show that the position of molecular lev-

els, respect to the surface, is important in order to understand molecular electronic

transport. A non-metallic surface has interesting properties respect to metallic ones,

allowing to control transport with the appropriate conditions. In our case, we have

non-conducting behavior of the system at low voltage (positive and negative cases).

Also, we have considered a metallic surface to support the silicon cluster, when the

electronic structure and the I-V characteristics have been evaluated. Here we have

obtained that the continuous distribution of states observed for the surface promotes

an Ohmic behavior of the calculated current when an external bias is applied. Also,

These results strength the idea to use silicon clusters as possible components in large

voltages valves or diodes in electronic devices.
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Chapter 4

Transport properties in organic

molecules

4.1 Introduction

Electronic transport through supported organic molecules on substrates has inter-

esting applications in several fields such as electronics medicine, engineering. This

idea has been extensively studied in the last years, because of the possibility of cre-

ate new electronic dispositives at atomic scale. One of the major goals in this area is

related to the control of the transport properties, where a metallic or semiconductor

surface is interacting with some molecules. In this situation, channels responsible of

the electronic flow depend not only of the molecular levels, but also of the position of

the Fermi level associated with the surface. The interaction between molecules and

substrates can give the opportunity to design electronic components such as diodes,

information storage devices, nanowires, molecular switches, rectifiers, etc. Recently,

negative differential resistance effect (NDR) of organic molecules on heavily doped

Si substrates has been predicted theoretically [1] and experimentally [2]. In this

case, a styrene molecule has been deposited on a Si[100] surface, considering the

doping in both conditions, n-type and p-type surface. After this a metallic tip of a

STM device is introduced in the system. The authors have found that the energy

shift of the molecular levels, in particular, the crossing of the HOMO or LUMO

levels of the band edge of the underlying semiconductor is the main responsible for

62
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the diminished current when a bias voltage is applied .

About transport properties, inclusion of other molecules such as metallic nanocrys-

tals or organic molecules between two electrodes have shown a diode-like behavior or

a change in the tunneling conductance [3,4]. These results have reinforced the idea

to use molecular systems as active structures in electronic components at nano scale.

Experimentally, the inclusion of an organic system (liquid crystal) has reported the

evidence of a Coulomb charging [5] effect.

In this chapter, we want to consider the electronic transport throughout of organic

molecules on a semiconductor surface where non-ohmic behavior can be observed

due to interaction between both systems [6]. The case of styrene molecule has been

previously reported in the literature, but in this case we have performed a relaxation

of this molecule not just for the isolated case, but also considering the interaction

with a surface and following a LDA approximation to obtain an optimized geometry.

The coupled system (molecule-surface) is studied focusing our interest in to deter-

mine how the molecular structure is changing, within with its electronic properties

such as DOS. Initially, properties are evaluated at equilibrium, and after that a

STM probe is included in the system to simulate the spectroscopic calculations fol-

lowing the idea of Tersoff et al..to study conductivity of molecules. To consider

non-equilibrium conditions, both electrodes, are kept in local equilibrium but with

different chemical potentials µ1 and µ2. Due to the self-consistent calculation of the

potential field and the electronic density, we have evaluated no just current, but

also conductance and charge transfer between the molecule, the substrate and the

metallic electrode.

We have also considered the effect given by the internal structural change in molecules

on the electronic transport. To achieve this goal, we have selected a byphenil

molecule where a twist in the rings can provide a new behavior in the electronic

transport. The study of the I-V characteristics and DOS is used to describe the

difference in transport properties as a function of the angle between the aromatic

rings. Finally some conclusions about the results are given comparing our results

with other reports and possible new directions for this work are considered.
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4.2 Components

The interest of this work is to study non-metallic surfaces like the first one showed

in the previous chapter (fig. 3.1-a), which is again a semiconductor silicon with

orientation [111] and without reconstruction.

4.2.1 Surface

Reconstructed and passivated surfaces are mainly observed in experiments [7, 8],

but it is also possible to work with ideal surfaces and the study of its electronic

properties are important to understand mechanism of reconstruction.

Absorption of silicon clusters has been studied at both theoretical [9, 10] and

experimentally [7, 11].

Figure 3.1 shows the first case using an ideal silicon surface with [111] orientation.

In general, surfaces are reconstructed to minimize its energy, however it is possible

to experimentally produced unreconstructed surfaces and the study of its electronic

Al properties are important to understand the reconstruction processes. The system

posses a diamond-like structure with a lattice parameter a = 5.43 angs. Besides this,

band structure has been calculated from geometric considerations and following a

hexagonal path of k points. Considering a larger number of layers, a better resolu-

tion of allowed energy levels can be achieved, so then we have taken surfaces with

a depth of 24 layers from the surface (7 nm approx.). Also, for the tight binding

model, interaction between layers is considered until third neighbors. Fermi energy

for silicon has been established between the gap given by the ionization energy and

the electronic affinity. The chemical potential was also fixed at -4.8 eV, and from

the results, we have obtained an associated gap (indirect) of 1.2 eV.

4.2.2 Styrene molecule

Within the silicon cluster, it is important to see the effect in quantum transport

when an organic molecule like a styrene C6H5CH = CH2 or C8H8r others like vinyl
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benzene is deposited on a semiconducting surface. The first molecule is obtained in

the nature from plants and in the industry from benzene and was initially used to

obtain synthetic rubber, food containers, etc .

For this molecule we have studied two possible configurations. Both cases were

obtained after an optimization of this molecule interacting with the surface. One

of this (labeled as case A) has been previously studied by Datta et al.. finding a

negative differential resistance effect for doped surfaces.

The figure 4.1 shows the first configuration where the hydrogen atoms close to the

surface modify their positions respect to the isolated case. The HOMO-LUMO dif-

ference calculated with the EHT approach is 0.95 eV.

The next figure (4.2) shows the molecular orbitals associated with the first config-

Figure 4.1: First styrene configuration interacting with the silicon surface.

uration of styrene ( C8HA
8 ). To calculate this, we have isolated the molecule and

evaluated the HOMO and LUMO levels. The LUMO level shows that the molecule

is able to accept electrons at the bottom of the molecule. The other configuration (

C8HB
8 ) for the styrene molecule is the one depicted in the figure 4.3. In this case,

hydrogen atoms are located with a different orientation respect to the isolated case.

HOMO-LUMO difference in this case, was obtained at 3.2 eV and the distribution

of the states has a similar description respect to the energetic minimization with a

LSDA theory. Also, we can see molecular orbitals in fig.4.4, that indicate that the

molecule is less suitable to accept electrons in the first unoccupied level (LUMO).

To consider that different colors (white and blue) denote different signs for the wave-
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HOMO LUMO

Figure 4.2: Molecular orbitals for the first styrene configuration interacting with the

silicon surface.

Figure 4.3: Second styrene configuration interacting with the silicon surface.

function associated to the orbital. In this case, we can see that the LUMO is not

oriented towards the bottom of the molecule, in contrast to the first case, but it is

more spread around the molecule. Is important to notice that for the isolated case,

the case B is energetically more stable than case B (result obtained with the EHT

and the LSDA theories).
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HOMO LUMO

Figure 4.4: Molecular orbitals for the second styrene configuration interacting with

the silicon surface.

4.3 Molecule-surface Interaction

The next step is to consider a surface in contact with our molecule. The interaction

between the organic molecule and the surface has been optimized from first principle

calculations. In this case, we have selected C8H8 as a organic molecule interacting

with ideal surface Si[111]. The structural optimization has been obtained considering

a local density approximation (LSDA) with exchange and correlation terms [?].

From the optimization, we have obtained two possible structural configurations for

the supported molecule (which are the two that were predefined as case A and B) and

determined the optimal distance between the molecule and the surface. The surface

Si[111] is assumed to have no reconstruction. In the experiment we can find 2x1 or

7x7 reconstructions on the surface, but it is also possible to obtain a Si[111]-1x1 for

the structure [12]. After the optimization and for transport properties calculations,

the unreconstructed surface is considered to be coupled to the molecule.

4.3.1 First configuration (case A)

For the first configuration, labeled case A from now on, the molecule-surface distance

is 2.5 angs. After the structural optimization, the electronic distribution is calculated
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using EHT model (with the parameters defined in chapter II for C, H, Si and Au)

and compared with ab-initio calculations finding a good agreement between them.
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Figure 4.5: Electronic structure of the C8HA
8 -Si[111] system. Graph A shows the

energy levels of C8HA
8 or the isolated case, whereas B shows the DOS of Si[111] and

finally C corresponds to the DOS of C8HA
8 on ideal Si[111].

In order to evaluate equilibrium and non equilibrium conditions we have con-

sidered a periodic and ideal surface where the molecule-surface distance is taken

from the previous energy optimization of the coupled system. Figure 4.5 shows

the electronic structure of the system. In Fig. 4.5-A the electronic levels of the

free molecule is presented. Below this, the DOS of the Si[111] surface is calculated

where a gap of 0.45 has been obtained and dangling bonds are located around 0.7

eV below the Fermi level. Finally, in Fig. 4.5-C the DOS of the molecule interact-

ing with the surface is shown. The energy levels of the free cluster are broadened

and shifted to the right in the coupled case due to the cluster-surface interaction.

As a consequence, there are states close to the Fermi level and the gap of the surface.



4.3. Molecule-surface Interaction 69

4.3.2 Transport properties

After the equilibrium conditions, we have included a metallic electrode to evaluate

transport properties. As a first approach, an ideal Au[111] surface is considered as

an electrode. Initially, Both electrode and surface are imposed to be at local equi-

librium and with chemical potentials µe=-5.26 eV and µs=-4.8 eV respectively [13].

Under non-equilibrium conditions, an external bias V is imposed by changing the

chemical potential of the metallic electrode. Then the transmittance T(E,V) is cal-

culated and the current can be obtained integrating the transmittance in the energy

range associated to each bias. Here we are assuming the low temperatures regime

where the Fermi function defines a energy window where the transmittance con-

tributes to the electronic transport. I-V curve is shown in Fig. 4.6 where the applied

bias goes from -3.0 to 3.0 V. We can observe that a NDR effect for a positive applied

bias is observed. The intensity of the current starts to decrease at 0.5 V, finding a

minimum around 1.5 V where the current starts to increase again. This effect has

been also experimentally reported for styrene supported by Si(100) [2]. In order to
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Figure 4.6: I-V characteristics of the system as a function of voltage and considering

an interval of -3.0 and 3.0 V.

evaluate the conditions of the system to obtain the NDR effect, Fig. 4.7 describes

the behavior of the molecular states close to the Fermi level. We can see the shift-

ing effect as a function of the applied voltage. In particular, the molecular level at
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0.2 above the Fermi level has a drop in the calculated transmittance after a bias

of 1.6 V is applied. This peak provides an important contribution to the current

at low voltages and its charge distribution, depicted also in Fig. 4.7 and close to

the surface (no depicted), shows a direct relation to the surface located below the

molecule. The behavior of this peak will be crucial when we have to explain the
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Figure 4.7: Calculated DOS and Transmittance close to the Fermi level. Also, the

charge density associated to the peak located around 0.3 V above the Fermi level is

depicted as an inset.

major contribution to the NDR effect, because is the main peak located in the right

part of the DOS respect to the Fermi level (that in this case was considered at -4.8

eV). In fig. 4.8 the DOS of the styrene molecule is compared with the differential

conductance dI/dV as a function of the energy. In order to calculate the differential

conductance we have used the approximation given by Tian et al.. where dI/dV is

proportional to the transmittance T. In the case of dI/dV, we can see not just a

shift of the levels respect to the DOS but also the magnitude of some peaks clearly

decrease, compared to other peaks that were observed from the DOS. This result

shows the molecular states that indeed contributes to the electronic transport in the

system. The next step has been to evaluate the doping effect in the surface. To

consider doped surfaces, we have used a simple approach without the inclusion of

new atoms in the system and only modifying the Fermi level of the substrate. We

have considered three cases where the chemical potential of the surface is evaluated
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Figure 4.8: Calculated DOS and differential conductance dI/dV for the C8H8

molecule.

at µs =-4.8 eV (initial case), -4.3 eV (n-type) and -5.3 eV (p-type). For each case

we will have different equilibrium conditions, according to the chemical potential

µs. Considering the metallic electrode in the system, we have calculated the trans-

mittance in the system and then the current I(V ). This result has been depicted in

Fig. 4.9 using voltage range from -3 to 3 V. In this figure we can see that the the n-

type surface shows a similar behavior compared to the original case (µs = −4.8eV ),

where the NDR effect at positive bias is well described . In contrast, in the case of

the p-type surface, the result is rather different. The NDR is not found at positive

bias and even the behavior at negative V is also different from the previous cases.

In order to understand the new conditions of the system, Fig. 4.10 presents the

DOS and the differential conductance for doped surfaces. Even considering that the

peaks of DOS are observable in each case, we can see that peaks are not only shifted

but also the magnitude is changing. In the case of dI/dV, we have that the peaks

are again shifted and also changed in magnitude. One of the important aspect of

the doping, is that molecular states have been also shifted according to each case,

and in particular, the n-type surface have moved the molecular states to the region
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Figure 4.9: I-V characteristics for doped surfaces. To consider doped surfaces, the

surface chemical potential µs is adjusted considering three cases.

of the calculated gap for the surface Si[111] (see Fig. 4.5) In the figure 4.10, we
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Figure 4.10: DOS and dI/dV characteristics for doped surfaces. To consider doped

surfaces, the surface chemical potential µs is adjusted considering three cases.

can see the DOS is shifted respect to the Fermi level which is different in each case,

and thus the zero energy position is also different for them. Finally, another case

that we have considered is the inclusion of tips in the electrode. This has been
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achieved considering two tips with similar pyramidal structure and different number

of atoms (we have include only one case in fig. 4.11). The molecule-tip distance for

the small tip is 4.4 angs. and 5.0 for the big tip. For the flat electrode, we have

considered a distance of 5.2 angs. These distance are long enough to consider only

tunneling current between the molecule and the tip/surface. Fig. 4.11 shows the
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Figure 4.11: I-V characteristics considering different probes. Results using a flat

electrode are compared two gold tips.

I-V characteristics for the different cases. In the case of the big tip, the current was

multiply by 5 due to the bigger distance considered. We can see that at low voltages

(positive and negative), the behavior is rather similar, but this description changes

when the bias is higher in the positive direction. The description of the DOS and

the dI/dV in fig. 4.12 shows different behavior in the distribution of the states and

in the importance of the states located close to the Fermi level. This difference is

mainly localized at lower energies and can be attributed to the considered tip.

4.3.3 Second configuration (case B)

The first configuration for the molecule that we have used has the same structure

that the one reported in the literature when the styrene is in contact with the sur-

face Si(100). Nevertheless, We have found a second configuration when the styrene

molecule is interacting with the Si[111] without reconstruction. The second configu-
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Figure 4.12: DOS and dI/dV characteristics considering different probes. Results

using a flat electrode are compared two gold tips.

ration for the coupled system is labeled as case-B (or C8H8-B), and has been depicted

in fig. 4.3. This configuration was also obtained from first principles calculations

and following a LSDA approach. Is import to notice that the energetic optimization

shows that E(case B) ¡ E(case A), which means that this configuration is more sta-

ble. Figure 4.13 shows that DOS of the supported molecule has molecular levels not

just close, but also in the energy gap associated to the surface (central graph in fig.

4.13). The two molecular states localized around 0 and 0.7 are the original LUMO

and LUMO-1 cases respectively and they will play an important role in the conduc-

tion phenomena. After the electronic configuration, I-V curve is shown in fig. 4.14

in the same voltage range as case A. Interestingly, the I-V characteristic does not

seem to show a similar NDR effect when a positive bias is applied, like in the first

case. Instead of this, there is no an important contribution obtained for the current

at low positive voltages. If we want to know about the states that participate in the

electronic transport, we can see the differential conductance and the conductance G

in fig. 4.15. In this case the contribution of the first state, located initially at 0.7 eV

above the Fermi level, is neglected in the dI/dV characteristic compared to other

states. Even the conductance and the dI/dV of the state located at 0.2 eV below

the Fermi level, is small in comparison to, for example, the states located at 2.3 eV
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Figure 4.14: I-V characteristics of the system as a function of voltage.
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above the Fermi level. There is also a spread distribution of the conductance for

low negative values. In this case, there will be important to notice that the energy

interval is the same associated to the dangling bonds of the surface. In the next
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Figure 4.15: DOS and dI/dV characteristics of the system as a function of voltage.

step, the same study used for C8H8-A, is applied to consider doped surfaces. They

will be characterized modifying the chemical potential and the results are shown in

fig. 4.16. This figure shows clearly different results when the substrate is doped in

one direction or another. In the first case, we have the same results obtained for

C8H8-B on Si[111] with a chemical potential of -4.8 eV. When the surface is n-type

doped (considering µs = −4.3eV ), there is no response in the current until 0.7 V,

where the intensity starts to increase rapidly when the positive bias is applied. A

completely different behavior is obtained when the surface is p-type (which means

that µs = −5.3eV ). Here we can see that a NDR effect is obtained for the current

around 1-2 V, when the positive bias is applied. After 2 V, the current increases its

value again in a similar way like the two other surfaces. The figure 4.15 shows the

DOS and the dI/dV characteristic associated with each surface. Here we can see

that the DOS has been adjusted to each different Fermi level, so the zero position

is indeed different in each case. Is important to consider that even with a similar

distribution of the states, the differential conductance looks rather different. For the

undoped surface, there is no an important peak at low voltages and the main one is
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Figure 4.16: I-V characteristics for doped surfaces. To consider doped surfaces, the

surface chemical potential µs is adjusted considering three cases.

located at 2.4 V, within with a spread contribution is obtained around 0 V. In the

n-type Si[111], we can detect an important peak located around 0 V within with the

same spread distribution. For the p-type surface, we can see 2 peaks, one located

around 0 V and the other one at 0.7 V. For all cases, the same peak, locate around
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Figure 4.17: DOS and dI/dV characteristics for doped surfaces. To consider doped

surfaces, the surface chemical potential µs is adjusted considering three cases.

2.5, is clearly depicted in all cases and is related to the state found at 2.4 eV above

the Fermi level. Again, the states related to the peaks close to the Fermi level, are
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the most important when a low voltage regime is considered and we will focus our

discussion in these cases. We have also evaluated the I-V characteristics when a

Figure 4.18: I-V characteristics of Styrene B considering different probes. Results

using a flat electrode are compared two gold tips.

gold tip has been used and compared the result with the flat metallic electrode in

Fig. 4.18. In this case we have focus our attention in the case when the surface has

been p-type doped and a negative differential resistance effect has been found when

a positive bias is applied. The current calculated when a tip is considered, has been

amplified (8 times) for better comparison. From the figure, we can notice that the

current has not been just diminished, but also the NDR effect has been suppressed

when the tip is used.

4.4 Electronic transport in molecules as a func-

tion of the conformation

In this section we have considered the use a biphenyl molecule as an organic molecule

to study the effect of conformational changes in the conductivity. The study of

conductivity in these kind of molecules can give us a better idea about how suitable

are these structures to be used as active electronic components. Experimentally
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there are some reports about how the conductance in single molecule junctions is

modified when a finite temperature is considered and then a change in the structural

conformation is obtained. Venkataraman et al.. have observed that it is possible to

consider an angular dependence in the transport properties of biphenyl molecules

that are suitable [14]. In order to couple the molecule to the Au point contacts,

they have used amino groups (for example NH2) instead of thiol or isonitril groups

obtaining more reliable conductance values.

Molecule

MJ MJ
(a)

(b) (c)

Figure 4.19: Configurations of the 4,4’-diaminobiphenyl molecule between two

Au[111] surfaces used as metallic junctions (MJ). Three cases are defined accor-

ding to the angles between carbon rings: (a) 0o ,(b) 34o and (c) 90o.

Fig. 4.19 shows the configurations that we have choosen for the molecule. For

these cases, the angle between both carbon rings (named as R-R angle) is defined.

Initially we have considered that rings are: (a) R-R angle = 0, which means that

both are in the same plane. Then we have selected two other R-R angles that will be

compared with the first case. One of these corresponds to R-R= 90 degrees, where

both rings are perpendicular to each other. The other case was obtained after the

system has been optimized following a first principle calculations with a B3LYP

approximation to find the lowest energy conformation, so Energy(b) < Energy(a) <

Energy(c). The electronic configuration that we have obtained with the EHT model
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provides a good agreement with the ab initiop calculations and the main difference

is located at the HOMO-LUMO difference which means that a better description of

the parameters will be necessary.

The next step has been to locate these molecules between two metallic junctions,

choosing Au[111] as a metallic surface. In order to join both molecule and electrodes,

we have used amine like group (NH2). The distance between surface and NH2

groups has been fixed around 2.7 angs. for each case. An external bias is applied
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Figure 4.20: I-V characteristic for Biphenyl molecule as a function of the ring-ring

angle. Current for 0o and 90o have been multiply by 60 for better comparison.

between both electrodes, embedding the molecule in an external electric field. We

have calculated the I-V characteristics for all cases and then shown in Fig. 4.20. Here

the results for 0o and 90o have been amplified by 60 for better comparison . When a

negative bias is applied, we can see a very small contribution to the current, but in

contrast, when the bias is applied in the positive direction, an increase in the current

is obtained at 0.4 V for R-R=0o and 34o, and in the same way at 1.0 V we have an

increase in the intensity for R-R= 90o. In order to evaluate the states that contribute

to the electronic transport, we have calculated the differential conductance dI/dV.

The main contribution to the conductance is given by the states located above the
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Figure 4.21: Differential conductance is calculated for different R-R angles.

Fermi level (zero position).

4.5 Discussion and Conclusions

Here, we have reported a set of electronic transport calculations for a semiconductor-

cluster-electrode system. Initially we have obtained two possible configurations (A

and B cases) for the styrene molecule given by the minimization of the energy asso-

ciated to the surface-molecule system . The most stable configuration corresponds

to the B case and the A case corresponds to the atomic configuration of the molecule

used for Si[111] surface, as it is shown in Fig. 4.6. For the A case, we have obtained

a NDR effect when a positive bias is applied. This can be understood based on

the shifting of the molecular levels, close to the Fermi level, when the voltage is ap-

plied. This effect is modulated when the surface has been doped, which changes the

chemical potential. This effect is more important for the case of a p-type surface,

as it is observed in Fig. 4.6, when compared to the n-type surface, where the effect
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is eliminated from the I-V characteristic. This difference is achieved because of the

shift of the molecular levels according to each doped surface. For the n-type surface

(with µs=-4.8 eV), the electronic molecular levels are energetically located inside the

energy gap of the silicon surface, so there is no channel available for the electronic

transport at low positive bias (see dI/dV curve for n-type surface in Fig. 4.9). An-

other result, shows the influence of the tip in the electronic transport, where if the

tip is changed, the NDR effect could be diminished with respect to the flat electrode.

In order to compare both conditions, we have used a similar molecule-tip/electrode

distance (5 angs.). This can be understood from the potential created by the tip-

surface, which is smaller than the potential created by the electrode-surface case. A

smaller electric field created for a sharp tip promotes a very small shift of the energy

levels of the molecule and then it is more difficult to move the states to the energy

interval associated to the energy gap of Si[111]. For the second configuration (B

case), the situation is rather different because there is no NDR when the undoped

surface is considered. This can be concluded by observing that the main peak occurs

at 0.7 eV above EF and therefore can not be used as an electronic channel due to

the energy gap of the Si[111]. Also, to control the NDR effect, we have considered

doped surfaces, where it is possible to detect the NDR effect for the p-type surface

but not for the n-type case. This difference is explained because the number of the

channels available, and close to the Fermi level, is lesser for the undoped surface

than for the p-type surface. Then the shifting of the states produced by the applied

bias diminishes the contribution of the peak that is energetically displaced to the

energy gap of the doped surface. In Fig. 4.16, we can see that the undoped surface

and the n-type case do not show important peaks close to the Fermi level in the

dI/dV characteristics and the most important contribution comes from the state

located 2.3 eV above EF . If we consider the p-type surface, we can see not only the

contribution given by the states related to the dangling bonds of the surface around

the Fermi level, but also one peak located at 0.7 eV above EF and another one at

2.5 eV above EF .

We have also evaluated the electronic transport in a biphenyl molecule when it is

twisted respect to the carbon rings. The comparison between the different angles
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shows that the bigger conductivity is given for the configuration with the lowest

energy (b). In summary, the extended Hückel model, used to describe the electronic

properties in the system, it is in good agreement when compared with ab initio

calculations. We have found two stable configurations for the styrene molecule in

contact with the surface and both of them can provide interesting properties like the

NDR effect. This effect is modulated not only by the electronic molecular levels but

also their positions respect to the energy gap of the silicon surface. A semiconductor

surface has interesting properties respect to metallic ones, allowing to control trans-

port with the appropriate conditions like doping. In our case, we have a NDR effect

of the system at low positive voltage. This effect is also more important when a

strong electric field has been considered to shift the molecular states (flat electrode

produces a stronger electric field than a sharp tip). The comparison between flat

and sharp electrodes has been performed for both configurations finding the same

NDR suppression when a sharp metallic tip is considered. It is important also to

notice that at a finite temperature the molecule can activate some vibrational modes

or to be distorted and then to change the conductivity initially associated at low

temperature. These results strength the idea to use organic molecules as possible

components to storage information in electronic devices.
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Chapter 5

Nanostructures under hydrostatic

pressure

5.1 Introduction

This chapter is mainly focused in the research started during the master’s program

about finite systems under an external pressure. The study of finite systems such as

nanocrystals, fullerenes, clusters and molecular systems possesses important impli-

cations in biology [1], electronics [2], medicine [3], etc. It is well established nowadays

that structural changes due to external forces, like tensile strain or hydrostatic pre-

ssure application, can change radically the electrical and mechanical properties of

these structures. In particular, for carbon nanotubes, J. Cao and coworkers [4] have

measured the electromechanical properties of suspended SWCNTs under stretch-

ing. From this study, they suggest that quasi-metallic SWNTs are potentially useful

for highly sensitive electromechanical sensors (strain gauges, pressure sensors, etc).

Also, exceptionally large reversible volume reduction upon high pressures in rope

bundles of CNTs [5] reveals high storage of mechanical energy that future designs of

energy-absorbing nanocomposite materials could take advantage of it. This obser-

vation on these type of materials can also be extrapolated to other finite systems,

where external forces produce changes on some properties of the system, leading to

a completely new behavior. This pursuing of new properties is one of the leit-motifs

behind nanostructured materials science.

86



5.1. Introduction 87

Considering systems under pressure, a large amount of studies at both classical

and ab initio levels has been devoted to periodic systems since the introduction of

molecular dynamics simulations in NPT ensembles [6, 7]. In these cases, the pe-

riodic cell volume is allowed to fluctuate in order to balance the applied pressure.

In contrast, there have been just few studies of finite systems under pressure due

to the lack of periodic boundary conditions. In this respect, there have been some

approaches to simulate an applied external pressure on finite systems. For example,

small to medium-size silicon nanocrystals have been studied by using a pressure-

transmitting liquid [8–10]. Also, a finite hcp crystal was studied considering a

spherical approximation of the volume [11]. Nanocrystals were also studied apply-

ing a volume definition based on atomic volumes [12] and a surface triangulation

method was applied to study metallic clusters [13, 14]. In simulations of finite sys-

tems under external pressure, the volume of the structures becomes very important

and so the most realistic calculation of volume is essential and an appropriate defi-

nition is necessary [15].

In this work, we focus on pressure applied to single wall carbon nanotubes. Since the

first studies of carbon nanotubes [16], several theoretical and experimental studies

about their mechanical [17–20], electrical [4, 21, 22], and optical properties [23, 24]

have been reported. The possibility to use them in technological applications has

inspired a large amount of studies characterizing their intriguing electronic behav-

ior and their possible manipulation with external forces [4]. The success of these

applications depends on several factors, like nanotube quality, chirality, and how an

external force can affect its properties by changing its shape from the cylindrical

configuration [17].

By following the recent literature on carbon nanotubes and their response to elas-

tic deformations or application of pressure, one realizes that there is not yet an

agreement on the elastic changes produced by pressure on crystalline single walled

nanotubes. For example, Elliot et al. [25] and Tang et al. [19] have found that bun-

dle cross sections, with a hexagonal structure, can achieve a polygonal phase when

hydrostatic pressure is applied, while Chan et al. [26] find that the hexagonal mi-

crostructure is only metastable and the lowest energy should be an ellipsoid, similar
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to the result found by Sluiter et al. for bundles of carbon nanotubes [27]. It is

important to mention that elastic models predict for this case that the cross-section

should be hexagonal [28]. This observation clearly contradicts the conclusion of

Zang et al. [29], who reported agreement between atomistic models and elastic the-

ories. Even though there are some publications indicating concensus [30], this is

not a general outcome, which points to the need for further studies comparing and

contrasting these two methods. The different results obtained from continuum me-

chanical theory and atomistic theory have been addressed by many authors [30,31],

a point that is stressed out by Harik’s quote: The theory of shells may serve as

a useful guide, but its relevance for a covalent-bonded system of only a few atoms

in diameter is far from obvious [31]. There is also a very recent discussion based

on detailed atomistic calculations of some of the difficulties in applying continuum

mechanics concepts to nanotubes [32].

The goal in this chapter is to simulate the action of external pressure on finite

single-wall capped carbon nanotubes (SWCNTs). The simulation method used is

aimed at modeling the effect of an average pressure on a finite nanostructure. The

carbon-carbon interactions in the nanotubes are described by an empirical potential

derived by Tersoff and Brenner from first principles calculations [33] and adapted

by Maruyama [34]. We have considered finite SWCNTs with different chiralities

and different lengths ranging from 4 up to 30 nm. Another parameter changed in

this work is the temperature which affects the mechanical behavior of the nanotube.

Our results are contrasted with those from Capaz et al. [35], that implemented the

pressure reservoir method initially proposed by Martoňák, Molteni, and Parrinello

[8] (MMP method), but using an extended Tersoff-Brenner interatomic potential.

As a second check for our method, we did also implement the MMP method and

calculated the pressure effects just in selected points with the same force field we

used in our method. In general, the results presented below agree well with the

Capaz implementation and our own.

In the next section we discuss briefly the basic ideas of our approach and how the

pressure is applied, with some details about the simulations. In Sect. 3 we present

the results. Finally, in Sect. 4 we present our discussion and conclusions.
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5.2 Simulation method

The method presented in this paper is similar in spirit to the pressure reservoir

method proposed by Martoňák, Molteni and Parrinello [8], where liquid particles

interact mainly with surface atoms through short-ranged forces. In our case, the pre-

ssure acts only on particles on the surface but instead of a real pressure-transmitting

medium, a suitably defined external force is used.

We start with a triangulated surface calculated on a capped carbon nanotube.

The surface is obtained by following the quick-hull algorithm described in Ref. [36],

where the minimal polyhedra enclosing a given structure can be obtained (see some

applications for metallic clusters in Refs. [13, 14]). Even though this algorithm is

implemented on surfaces without any concavity, the method can be generalized by

relaxing some of the searching parameters, introducing an error parameter which

leads to a tighter triangulated surface, as in Ref. [37].

Figure 5.1: The surface of a (10,10) finite SWCNT (6 nm of length, 1020 carbon

atoms) considering the triangulation surface method. The volume is calculated from

the Gauss’ theorem.

Since in our case all atoms are on the surface, the triangulation is performed

only at the beginning of the simulation. In principle, it can be recalculated at

any point during the simulation if necessary. An example of the output of the

algorithm is presented in Fig. 5.1 for a capped single wall carbon nanotube. After the

triangulation has been performed, the external pressure P is applied to the system

as follows: taking a triangle (and its 3 vertices), the area Am is calculated. The force

applied on each plane is defined as ~F ext
m = −PAmn̂, where Am and n̂ are the area

and the normal vector associated to each triangular face. Subsequently, the force is

proportionally distributed on the atoms (vertices) related to that triangle. Equations
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of motion are obtained by adding this external force to the atomic interactions:

mi
∂2ri,α
∂t2

= Fi,α + F ext
i,α α = x, y, z; i = 1, . . . , N (5.1)

where N is the number atoms on the surface, which is equal to the number of vertices

of the triangulation and F ext
i,α is the distributed force from the applied pressure.

In our simulations, the nanotubes were first thermalized at zero pressure and

at a given temperature (usuallly 50 K), and then pressure was slowly increased

up to 5 GPa in the case of (5,5) tube, and up to 2 GPa in the case of (10,10)

tube. During the time where the pressure was kept constant, the temperature was

maintained at the prefixed value by rescaling the velocity every 20 fs up to thermal

equilibrium, where the rescaling was stopped. After the equilibrium is reached, the

dynamical evolution was continued for 10/40 ps with a time step of 0.5 fs to perform

the measurements. Other simulation parameters were exactly the same as the ones

discussed in a previous publication [15].

5.3 Results

We applied the MD implementation discussed above to capped single wall carbon

nanotubes. Since we are dealing with finite systems and we are interested in study-

ing finite size effects, we considered throughout all our calculations two different

nanotube lengths. According to the notation introduced by Harik [31], a nanotube

is short or long if its aspect ratio, Diameter (D)/Length (L), is greater or less than

0.1, respectively. To study the case of long nanotubes (with aspect ratios much less

than 0.1) we simulated tubes with length of 28.8 nm for (10,10) and 14.1 nm for

(5,5) with aspect ratio of 0.047 and 0.048 respectively. For the short case, we have

considered a length of 5.3 nm (0.256 for aspect ratio) for (10,10) and 4.5 nm (0.151)

for (5,5) case. The change in nanotube length helps us to rationalize some of our

observations and to see possible dependences on this physical parameter.

Molecular dynamics simulations were performed by using a classical semiem-

pirical potential derived from first principles calculations, also known as the Ter-

soff and Brenner potential [33], with corrections introduced by Yamaguchi and

Maruyama [34]. To check our findings, we compared some of our results with the
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Figure 5.2: Snapshots at different pressures for a (10,10) armchair nanotube, 60 Å

long, consisting of 1020 atoms and at a temperature of 50 K. In (a) we obtain a

cylindrical structure applying 0.2 GPa, in (b) the shape is ellipsoidal at 1.1 GPa and

for (c), (d) and (e) a peanut-shape structure is obtained for 1.2, 3.0 and 6.0 GPa

respectively. Notice that as the pressure is increased, the nanotube have less freedom

to vibrate along the radial direction and at some specific pressure, the system prefers

to bend.

ones obtained from classical MD simulations using the MMP method, as reported

by Capaz et al. [35] and a similar simulation implemented by ourselves. We start

our discussion with the case of a short nanotube (10,10). Figure 5.2 presents several

snapshots of the nanotube at different values of the applied pressure and at a very

low temperature. Here, both the axial and the cross section are shown, in the order

of increasing pressure from top to bottom. At 0.2 GPa, (a), the nanotube in average

preserves a cylindrical structure, where the only change is a shortening of the C-C
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bond distance as well as a reduction of the amplitude of radial vibrations such as the

breathing mode. At 1.1 GPa, (b), the nanotube becomes elliptical and develops a

large curvature along its axis. The caps remain rather rigid and there is only a small

decrease of the C-C distance and a small change in curvature along the nanotube

axis, mainly due to the difference of rigidity between the center and the caps, as

well as at the transversal direction, where a small excentricity is obtained. In ave-

rage, its principal structural shape remains similar to that at low pressures. At 1.2

GPa, (c), and 3.0 GPa, (d), a transition to a peanut structure is observed as it has

been reported previously by some authors [25,29,35]. At 6.0 GPa, (d), the pressure

is rather large and the nanotube is approaching a very elongated structure, where

two planes interact. After a further slight increase of the pressure, the nanotube

breaks down. This elastic behavior is generally observed in all kinds of simulated

nanotubes (shorter or longer), the only major difference is in the transition pressure

value. It is noteworthy that beyond 3.0 GPa we observe a rocking mode, i.e., the

nanotube exhibits a torsion around its principal axis before the cross section be-

comes planar. This mode cannot be observed in the case of infinite nanotubes (with

periodic boundary conditions) [29, 35]. This vibrational mode could be observed

experimentally, for example by Raman spectroscopy, if the nanotube under pressure

is free at both ends as in our finite systems.

By increasing the applied hydrostatic pressure, SWCNTs are able to excite differ-

ent radial or axial vibrational modes that are responsible for the observed structural

transitions. This can be concluded by analyzing the velocity autocorrelation func-

tion (VACF). Some of the vibrational peaks appearing at low pressures dissapear

as the pressure is increased. This observation is consistent with recent experimental

results, where shifts of the radial modes for SWCNTs bundles were observed as the

pressure was applied [18, 38]. In those experimental works, bundles of nanotubes

are immersed in a gasketed diamond anvil cell filled with methanol-ethanol as a

pressure transmitting medium. To study the behavior of the radial breathing mode

frequency, ωR, as function of the nanotube diameter, Venkateswaran et al. [39] was

able to fit the experimental data with a functional form obtained from a simple

elastic model. Beyond the transition pressure, where the nanotubes have passed to
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have a noncircular cross section, the breathing mode has changed its symmetry and

other vibrational modes become more important. These modes can provoke abrupt

transitions by combining their effects (increasing or changing anisotropically the

atomic mean square amplitude in different directions and disrupting carbon-carbon

bonds). Even though recognizing vibrational modes from a velocity autocorrelation

function (VACF) analysis could be difficult, we were able to assign the breathing

mode for very low pressures and we did obtain a inverse of the diameter dependence

as reported in Ref. [18]. An accurate description of the vibrational modes should be

obtained from the force constants obtained from a static calculation.

The behaviour of the vibrational modes accross the transition the transition

has been also analyzed by calculating again the VACF We considered just 3 cases:

0.0, 0.6 and 1.2 GPa for (10,10) tubes and 0.0, 4.0 and 10.0 GPa for (5,5), and

analysed the main peaks observed for each case. These results showed that before

the transition which is located at 1.2 GPa for (10,10) and at 8 GPa for (5,5), peaks

at values close to the experimental radial breathing and axial modes were found.

After the structural transition, those peaks related to the circle-oval cross section are

reduced or suppressed for both (5,5) and (10,10) tubes. Moreover, frequency peaks

in the power spectra are diameter tube dependent, particularly the radial breathing

mode (RBM) ωR that has been calculated for (6,0), (5,5), (15,0), (10,10) and (20,0)

tubes. We have obtained that RBM decreases with the diameter following the fitting

curve D−1 which is the same behavior reported in Refs. [39, 40].

This kind of structural changes was studied by Raman spectroscopy techniques

reported by Venkateswaran et al. [18]. They examined the pressure dependence

of the radial and tangential vibrational modes and observed that the radial mode

intensity decreases beyond 1.5 GPa for diameters associated with (10,10) nanotubes,

suggesting that the system undergoes a phase transformation. Also, Peters et al. [41],

based on Raman shifts, have determined a structural phase transition at 1.7 GPa

on nanotubes with an average diameter of 13.5 Å.

for the transition. Chesnokov et al. also found that nanotubes still undergo

reversible deformations up to this pressure. It is important to note that the major-

ity of experiments have been performed on nanotubes bundles where confinement
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Figure 5.3: Cross sectional area as a function of pressure for capped (5,5) and (10,10)

nanotubes. Statistics were collected and averaged during 10 ps, after thermodynamic

equilibrium is reached. Here, pressure has been normalized to the transition pressure

(see text).

affects the transition pressure. The Fig. 5.3 shows the behavior of the normalized

cross sectional area (A/A0) for long (5,5) and (10,10) nanotubes as a function of

the reduced pressure (P/Pt) at a temperature of 100 K. The reduced pressure is

calculated by dividing the pressure P by the transition pressure (Pt) defined as the

pressure at the maximum value of the slope of the A vs. P curve. Upon increase

of pressure, we can clearly distinguish two different regimes. At low pressures we

observe a slow compression which corresponds to the gradual change from circular

(area A0, P = 0) to an oval shape. In this regime we also observed fluctuations

betwen the circular and the oval shape. This shows that the sharp transition from

the circular to the oval shape, as suggested from T = 0 calculations by Zang et

al. [29], does not exist at finite temperature. Upon further increase of pressure we

observe an abrupt drop at Pt where the shape rapidly changes from oval to peanut

(area A1). From Fig. 5.3 we can see that this behaviour is the same for different

nanotubes, which indicates that the scenario of the structural change is independent

of nanotube diameter. However, we have verified that the ratio A1/A0 is different for
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the two tubes. These results are in agreement with the collapse transition of Capaz

et al. [35] and the loading curves shown by Elliott et al. [25]. On the other hand our

results differ from those of Zang et al. [29] since we find that at finite temperature

the oval shape of the cross section is neither unique nor stable.

Figure 5.4: Volume as a function of applied pressure at different temperatures for

a (5,5) nanotube (370 atoms) of length of 42 Å(upper panel) and for a (10,10)

nanotube (920 atoms) of length of 53 Å(lower panel).

In order to systematically study the temperature effect on the pressure-induced

structural transitions, we chose to focus on the case of short nanotubes for both

studied chiralities. Simulations were performed at several temperatures: 50, 100,

200, 300 K for (5,5) nanotube and 50, 100, 200, 400 K for a (10,10) nanotube. The

results are shown in Fig. 5.4. In general, with increasing temperature the abrupt
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structural transition from circular to a flattened cross section becomes broader and

more smooth. Similar effects are also found in the case of longer tubes, which

indicates that the temperature effects are rather independent of the nanotube length.

Figure 5.5: Transition pressure as a function of the tube diameter, D. Dashed line is

a guide line through our calculated circular points (see text for details). Up triangles

come from Ref. [25], diamond symbol is coming from Ref. [38], star symbol is from

Ref. [19], square symbol comes from Ref. [18] and down triangle is from Ref. [41].

Inset tests the D−3 functional fitting for all diameters.

Finally, we studied the transition pressure as a function of the tube diameter.

This dependence can be already seen in Fig. 5.4 and is of great practical importance

as it may have a great impact in the design of electromechanical sensors (pressure

sensors) or mechanical energy storage devices using carbon nanotubes. If the de-

vices contain mixtures of carbon nanotube with different diameters, the response to

pressure can be obscured by a combination of different elastic deformations of the

nanotubes. In Fig. 5.5 we show the transition pressure as a function of the tube

diameter as obtained for the longest considered nanotubes. The transition pressure

decays rather fast and beyond a diameter of 12 Å it becomes very small. For large

nanotube diameters, the behavior can be interpolated very close to a D−3 functional

form obtained from continuum arguments (here D is the nanotube diameter) [42].
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For small nanotube diameters, the D−3 fails to reproduce the simulations, which

is related to the fact that in this regime the continuum approximation is no longer

valid as the nanotube diameter becomes comparable to the carbon-carbon distance.

In general, our predictions are in fair agreement with reported experimental results

as represented by symbols in the same figure. It is important to mention that these

experimental values have been obtained for nanotube bundles and represent an ave-

rage over a large number of nanotubes with different diameter and chirality. There

is also an important difference between an isolated carbon nanotube and one in a

bundle since the confinement effect due to the other nanotubes changes both the

rigidity and the transition pressure. On the other hand, we find a good agreement

when comparing our results with those reported in other theoretical calculations,

like the one by Capaz et al. [35].

Discussion and Conclusions

The study of the properties of isolated carbon nanotubes is becoming of great im-

portance due to the recent developments in producing those nanotubes. On the

other hand, there are only few experimental and theoretical results regarding the

mechanical and structural properties of isolated SWCNTs under applied pressure.

From the theoretical side, Yakobson et al. [30] and Cornwell and Wille [43] used the

Tersoff-Brenner [33] many-body interatomic potential for carbon-made systems for

simulations of SWCNTs under generic mechanical loads: axial compression, bending

and torsion. Yakobson et al. found a singular behavior of the nanotube energy at

certain strain levels that corresponds to abrupt changes in morphology, which they

explained within a continuous tubule model. Also, Cornwell and Wille [43] found

that under axial compression, nanotubes deform plastically once a certain critical

threshold strain is reached, this behavior being dependent of the tube radii. The

cylindrical structure and the asymmetry along one of the directions result in dif-

ferent rigidity along different directions of the nanotube. In particular, the axial

direction has a high rigidity compared with the radial direction and this property is

clearly reflected in the deformation pattern of the nanotubes under pressure. While
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the nanotube undergoes quite dramatic changes in the radial direction, there is

almost no change of the caps.

It is clear from Fig. 5.3 (see also Fig. 5.2) that upon increasing pressure a single

transition, from an oval to a peanut cross section shape, is observed. The transi-

tion pressures obtained from our simulations are in good agreement with recently

published results [25]. The rapid transition of the cross section from the oval one

to a peanut starts in the middle of the nanotube and propagates towards the ends.

Since our hydrostatic pressure implementation uniformly applies pressure on the

whole system, these computational experiments are well suited to calculate the ra-

dial compressibility of SWCNTs, which can be directly compared with experimental

measurements. We calculated the volume compressibility κ = − 1
V
∂V
∂P

in the elastic

regime at different temperatures for the short (10,10) nanotube, and found a good

agreement with experimental values. We have found a pronounced temperature de-

pendence of κ, where the compressibility values range from 0.015 to 0.05 GPa−1

when T changes from 100 K up to 400 K. The value at T = 300 K for short and long

(10,10) tubes is κ = 0.03 GPa−1 and κ = 0.034 GPa−1, respectively. These values

are in good agreement with the experimental results of κ = 0.024 GPa−1 (Tang et

al. [19]) and κ = 0.028 GPa−1 (Chesnokov et al. [5]). Theoretical calculations by

Girifalco et al. [44] assuming a Lennard-Jones potential for the interaction between

carbon atoms in a continuum model found the value of κ = 0.022 GPa−1, and Tersoff

and Ruoff [28] by using a similar model found κ = 0.011 GPa−1, which are also in

fair agreement with our results.

From Fig. 5.5 we can also conclude that the transition pressure depends only on

the diameter of the nanotube but not on its chirality. This agrees with conclusions

of a recent paper [25] where Elliott et al. reported that the collapse of SWCNTs

under hydrostatic pressure is diameter dependent (1/D for low diameters), and that

this collapse does not depend on the nanotube chirality. We found a D−3 behavior

of the transition pressure for large nanotube diameters with strong deviations in

the case of small diameters, where the elastic theory fails. This observation is in

agreement with results published by Elliott et al. [25] and also agrees with the 1/D3

behavior suggesed by Capaz et al [35] at large diameters.
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To summarize, in this work we used a surface definition based on the Delaunay’s

triangulation which provides a fairly good estimation of the surface and volume

of the finite system under consideration. The agreement between reported exper-

imental work and our simulations confirms that our methodology is appropriate.

The external pressure has been taken into account by applying external forces to

the triangulation surface surrounding the structure. The methodology is used to

study the behavior of finite capped SWCNT’s under pressure and to characterize

the shape changes as function of pressure. We discuss how those changes depend on

the nanotube diameter, chirality and temperature. At small pressures (in the elas-

tic regime), the nanotube response to pressure has been discussed extensively in the

literature and we find a fair agreement with those observations. In particular, the

dependence of the frequency of the RBM on the diameter is found. Also, we studied

the behaviour of some relevant peaks in the power spectra accross the structural

transitions. With respect to the structural transitions (circular to peanut), we find

agreement with previous calculations and experiments but not with Zang et al.

We find that the transition pressure is diameter dependent following a D−3 decay for

large nanotube diameter (as predicted from elastic theory). The transition pressure

is also in fair agreement with experimental results for small nanotube diameters

where the elastic theory does not hold anymore.
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[25] J.Ã. Elliott, J. K.W̃. Sandler, A.H̃. Windle, R.J̃. Young, and M. S.P̃. Shaffer.

Collapse of single-walled carbon nanotubes is diameter dependent. Phys. Rev.

Lett., 92:095501, 2004.

[26] S.-P. Chang, W.-L. Yim, X.G̃. Gong, and Z.-F. Liu. Carbon nanotube bundles

under high pressure: Transformation to low-symmetry structures. Phys. Rev.

B, 68:075404, 2003.

[27] M. H.F̃. Sluiter, V. Kumar, and Y. Kawazoe. Symmetry-driven phase trans-

formations in single-wall carbon-nanotube bundles. Phys. Rev. B, 65:161402,

2002.

[28] J. Tersoff and R.S̃. Ruoff. Structural properties of a carbon-nanotube crystal.

Phys. Rev. Lett., 73:676, 1994.

[29] J. Zang, A. Treibergs, Y. Han, and F. Liu. Phys. Rev. Lett., 92:105501, 2004.

[30] B.I. Yakobson, C.J. Brabec, and J. Bernholc. Nanomechanics of carbon tubes:

Inestabilities beyond linear response. Phys. Rev. Lett., 76:2511, 1996.

[31] V.M̃. Harik. Ranges of applicability for the continuum-beam model in the

constitutive analysis of carbon nanotubes: Nanotubes or nano-beams. Solid

State Commun., 120:331, 2001.



Bibliography 103

[32] M.J̃. Buehler, Y. Kong, and H. Gao. Deformation mechanisms of very long

single-wall carbon nanotubes subject to compressive loading. J. of Eng. Mater

and Tech., 126:245, 2004.

[33] J. Tersoff. New empirical model for the structural properties of silicon. Phys.

Rev. Lett., 56:632, 1986.

[34] Y. Yamaguchi and S. Maruyama. A molecular dynamics simulation of the

fullerene formation process. Chem. Phy. Lett., 286:336, 1998.

[35] R.B̃. Capaz, C.D̃. Spataru, P. Tangney, M.L̃. Cohen, and S.G̃. Louie. Phys.

Status Solidi B, 241:3352, 2004.

[36] C.B̃. Barber, D.P. Dobkin, and H. Huhdanpaa. The quickhull algorithm for

convex hulls. ACM Trans. Math. Softw., 22:469, 1996.

[37] S. W. Hughes, T. J. D’Arcy, D. J. Maxwell, J. E. Saunders, C. F. Ruff, W. S. C.

Chiu, and R. J. Sheppard. Application of a new discret form of gauss theorem

for measuring volume. Phys. Med. Biol., 41:1809, 1996.

[38] J. Sandler, M. S. P. Shaffer, A. H. Windle, M. P. Halsall, M. A. Montes-Morán,

C. A. Cooper, , and R. J. Young. Variations in the raman peak shift as a

function of hydrostatic pressure for various carbon nanostructures: A simple

geometric effect. Phys. Rev. B, 67:035417, 2003.

[39] U.D̃. Venkateswaran, D. L. Masica, G. U. Sumanasekera, C. A Furtado, J. Kim,

and P. C. Eklund. Diameter dependent wall deformations during the compres-

sion of a carbon nanotube bundle. Phys. Rev. B, 68:241406, 2003.
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Chapter 6

Conclusions

The present work, has been developed following the main goal to obtain a good

description of molecular systems under equilibrium and non equilibrium conditions.

Transport properties of molecules at surfaces have been calculated under several

conditions and the possibility to control those properties has been also considered.

We have study the influence of the molecule-surface interaction in the electronic

transport finding interesting phenomena that are characteristic properties of elec-

tronic components.

From the work that has been made, we can come to the following conclusions:

• We found associated properties to clusters and surfaces such as: energy levels,

band structures, densities of states, charge density by using several theoretical

models to describe systems (Extended Hückel, local density approximation,

etc.)

• The extended Huckel model, used to describe the electronic properties in the

system, has been found in good agreement when compared with tight-binding

and ab-initio calculations.

• For the silicon cluster Si29H24 on Si[111], a new peak in the DOS was found

in the energy gap of the silicon surface, which is created by the cluster-surface

interaction. The gap diminishes the effect of the new peak in the I-V charac-

teristic as well as in the dI/dV case. The new state has a charge distribution
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close to the surface and its position is unaffected by the external applied bias.

In addition, for comparison, we have studied the influence of a metallic sur-

face on the electronic transport through the molecule. In this case the ohmic

behavior of the I-V characteristics is clearly observed in contrast to the diode-

like behavior when a semiconductor surface is considered. The surface doping

applied to consider a n-type and a p-type surface showed a small difference in

the electronic transport due to the cluster-surface interaction.

• For the Styrene molecule C6H5CH = CH2, we have found a negative differen-

tial resistance regime (NDR), which can be even observed for doped surfaces.

This effect can be associated with the behavior of the molecular states close

to the Fermi level. In this case, we have considered two geometric configura-

tions for the molecule interacting with the surface. The presence of a negative

differential resistance regime at positive bias is given by the shifting of the

molecular levels that are close to the energy gap of the surface.

• Doped surfaces can act as controllers to change the transport properties and to

increase or reduce effects like NDR. For the Styrene molecule, and considering

both stable geometric configurations obtained from ab initio calculations, , we

have found a strong dependence of the doping effect. In the first configuration

(the A case), the NDR effect is found for the neutral and the p-type surface.

In contrast, if the B case is considered, only the p-type Si[111] surface shows a

negative resistance that is due to the states getting closer to the energy gap of

the surface. Additionally, we have considered the inclusion of sharp metallic

tips in the metallic electrode finding that the NDR effect is suppressed. In

this case the electric field created between the surface and the tip and acting

on the molecule is smaller than in the case evaluated for the flat electrode.

• A non-metallic surface has interesting properties with respect to metallic ones,

allowing to control the transport with the appropriate conditions. In our case,

we have non-conducting behavior of the system at low (positive and negative)

voltages. These results strengthen the idea to use silicon clusters as possible

components in large-voltage valves or diodes in electronic devices.
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• The importance of distortions in molecules, in order to evaluate the electronic

conductance, has been considered in the study of organic molecules such as

biphenyl molecules where we are studying the different responses associated

to each system when natural distortions created by the vibrations are found.

• We have also developed our study in nanostructures under pressure following a

classical molecular dynamics approach. In particular, the methodology is used

to study the behavior of finite capped SWCNT’s under pressure and to char-

acterize the shape changes as function of pressure. We have also discussed how

those changes depend on the nanotube diameter, chirality and temperature.

At small pressures (in the elastic regime), the nanotube response to pressure

has been discussed extensively in the literature and we find a fair agreement

with those observations. In particular, the dependence of the frequency of the

RBM on the diameter is found. In addition, we studied the behaviour of some

relevant peaks in the power spectra accross the structural transitions.

6.1 Future work

• We plan to study systematically the effect of distortion in organic molecules on

their transport properties. We have evaluated the different responses when a

molecule, like biphenyl, is considered to change its conformation finding a dif-

ferent response in their conductivity. In particular, the conformation with the

lowest energy, has the bigger conductance, according to the I-V characteristics.

• Besides this, we are studying the electron-phonon interaction in electronic

transport at different regimes (quantum and classical) [1–3]. In particular,

temperature effect and the coupling between the molecule and the contacts

can be studied following a classical or quantum point of view [1].

Regarding the part of this work related to quantum transport we have written two

papers. The first paper is ’Quantum electronic transport through supported Si29H24

clusters on ideal Si[111] surface’ that has been submitted to Journal of Applied
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Physics and now is under review [4]. In this article, we did focus on the transport

properties of silicon clusters deposited on a silicon buffer. Our paper shows how

the electronic transport properties can change as a function of the cluster-surface

interaction and how the cluster electronic states are modified as a function of the

applied voltage. The theoretical approach is based on an extended Hückel theory

to describe the electronic properties and the application of non-equilibrium Green’s

functions to calculate the transport properties.

The second paper is entitled: ’Negative differential resistance of styrene on an ideal

Si[111] surface: dependence of the I-V characteristics on geometry, surface doping

and shape of the STM-tip’, to be submitted [5]. This article contains the I-V char-

acteristics and the differential conductance of the Styrene molecule calculated using

a self consistent approach based on non-equilibrium Green’s functions. Two differ-

ent adsorption configurations for the molecule on the surface were considered which

corresponds to a global and a local minimum of the total energy. In both cases we

find a negative differential resistance (NDR) in a given interval of bias voltages. In

particular, this effect is controlled by the states available close to the Fermi level of

the surface and can be manipulated by properly doping the substrate. The influence

of a sharp metallic tip is considered comparing the I-V characteristics with the flat

metallic electrode.

During this period we have also been working in other different projects. We can

summarize them in the following list:

• We have continued working on the project about finite systems under pre-

ssure. The objective was to obtain reliable methods that could be applied to

other finite nanostructures. These methods reveal the existence of new struc-

tures that could be metastable under normal conditions and with different

mechanical and electrical properties under pressure conditions. This work was

published with the title ’Assessment of isobaric-isothermal (NPT) simulations

for finite systems’, in the Computational Materials Science review [6]. Also,

we have focused our attention on carbon nanotubes under pressure in order

to see their mechanical response and considering different parameters such as

temperature and diameter. The article ’Single walled carbon nanotubes under
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hydrostatic pressure’, has been submitted and published during the last year

(2006). [7]

• SWCNTs under pressure have been also used as pressure cells of other mole-

cular systems. In this direction, we are studying the effect produced in gold

nanowires embedded in carbon nanotubes, finding some interesting properties

about structural transitions, such as the formation of concentric layers.

• The doping effect in graphene sheet effect has been also theoretically studied to

see how the electronic properties are modified when the surface is doped with

S (sulphur) and P (phosporous) atoms. The doped graphene has been found

to have stable configurations being more stable the inclusion of phosphorous

than sulphur. In the case of pirydinic sites, the absorption of molecules is

more suitable taken into account the reactivity of the graphene sheet. This

study opens the possibility to use these systems in nanocatalysis and/or as

nanosensors [8].
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