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We investigate the pattern formation produced by precipitated species during solvent evaporation through
the numerical solution of a set of partial differential equations that account for the mechanisms of evaporation,
diffusion, and precipitation. A pattern is formed because solvent evaporation provokes precipitation of species
near the border of the system producing ringlike depositions from the edge to the center. Solvent evaporation
is modeled as occurs with a liquid drop on a surface. The spacing between rings and its width are constant and
roughly constant, respectively. Pattern formation follows the evaporation process inducing trends on pattern
formation that are different to those produced by the precipitation of two species in a diffusive front �Liesegang
rings�. The spatial structure of rings under solvent evaporation is similar to those observed during solvent
evaporation on two oppositely charged colloids and is attributable to the competition between precipitation and
evaporation processes.
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I. INTRODUCTION

Microscopic particles in a drop of suspension placed on a
surface remain near the contact line between the drop and
surface after the solvent evaporates because evaporation oc-
curs close to this line �1�. A typical example of this effect is
the ringlike stains left by a spilled coffee drop after its
evaporation. Convective flow inside the drop during evapo-
ration, from the center to the edge, has been identified for a
large variety of surfaces and solvents as the main driving
force for the particle deposition �1,2�. Deposition is modu-
lated by the geometrical constraints imposed by the contact
angle and the deposition surface �3� as well as by the elec-
trical charge between the particles and the surface �4�. Fur-
thermore, controlled experiments have shown that particle
suspensions can produce or induce pattern formation from
the competition between liquid pinning and dewetting during
evaporation. A pattern is formed by precipitated particles de-
pending on distinct factors, such as particle size and concen-
tration, solid packing, arch-shaped, radial lines, or disordered
zones �5�.

Although pattern formation has been studied on diffusion-
reaction systems since Turing seminal work �6,7�, this has
not been the case for patterns formed under evaporation. The
called Liesegang patterns represent typical examples close to
the patterns produced by evaporation since the precipitated
species are at the border of the systems. Liesegang experi-
mental setup consists of a chemical reactant dissolved in a
gel matrix and a second reactant that diffuses into the gel
�8–11�. Liesegang patterns are formed by precipitates that
form either bands �one dimensional �1D�� or rings �two di-
mensional �2D�� of material �8–15�. The bandlike structures
�1D� obey temporal and spatial laws that establish the fol-
lowing �12�: �i� The position of the nth band �Xn� is propor-
tional to �tn, where tn is the time elapsed until the appearance
of the n band, �ii� for a large n, the ratio of the positions of
two consecutive bands approaches a constant value, then

�Xn+1 /Xn�→1+ p, with p a positively spacing coefficient
comprising between 0.05� p�0.4, and �iii� the bandwidth
�Wn� is proportional to Xn. In regard to ringlike structures,
similar laws are expected but with the geometric effect su-
perposed �11�. While the first law is a direct consequence of
that the diffusion controls the Liesegang patterns, the second
and third laws do not have a simple interpretation. However,
models based on the Ostwald’s supersaturation theory have
been able to reproduce them �12�.

Although patterns produced by evaporation may also
obey distinct laws that Liesegang rings, these have not been
fully stated yet. Some differences have been found with re-
spect to well-stated pattern formation. For example, contrar-
ily to usual 2D Liesegang rings, rings formed by evaporation
appear from edge to center. That is, under evaporation, par-
ticle deposition departs with a transient zone, followed by a
zone where the rings are well defined and, finishing with a
zone, close to the center, where the particles are disordered
�4,5�. For the case of positive particles on hydrophilic nega-
tively charged surfaces, experiments have shown that �Xn
=Xn+1−Xn is wide at the beginning and decreases gradually
to a constant. At the same time, Wn increases until it reaches
a maximum and then it decreases gradually before arriving at
the disordered zone, both �Xn and Wn quantities measured
from the edge to the center �4�.

Theoretical and experimental studies have been per-
formed on pattern formation by evaporation of a drop of
colloidal suspension on a substrate �1,2,16–21�. Stripe pat-
tern formation is mostly attributed to the stick-slip motion on
the contact line caused by the competition processes between
the particle flow induced by the evaporation �i.e., the con-
vective process� and the drop shrinkage; this last process is
due to surface tension force in the plane of the substrate
�1,2,16,17,20,21,23�. Other reports include regular pattern
formation by drop evaporation from restricted geometries
�18,19�. However, as mentioned above, pattern formation by
evaporation of a drop of colloidal suspension is not com-
pletely elucidated. As a matter of fact, competition between
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evaporation and precipitation is an open issue. Thus, the
statement of models accounting effects of this phenomenon
is our interest.

In the present work, we investigate the pattern formation
by two diffusive species under both precipitation and evapo-
ration. The system is such that precipitate follows the super-
saturation theory �12�, and the solvent evaporates as a liquid
drop on a surface. This approach yields a set of partial dif-
ferential equations �PDEs� that were solved numerically pro-
ducing simulated rings. The methodology has shown to be
powerful in the study of Liesegang structures �13–15�. The
spatial distribution of rings is derived numerically and com-
pared with those obtained experimentally for precipitation of
charged particles on a surface during solvent evaporation.
Conclusions of specific rules are discussed. The rest of paper
is organized as follows. Section II includes the experimental
results that motivated this work. Section III presents the nu-
merical model and the technique to resolve the PDE system.
Section IV presents the results derived and their discussion.
Finally, Sec. V presents the conclusions.

II. EXPERIMENT

The experimental system consisted of positively and
negatively charged colloidal particles suspended in water.
Colloidal particles were made of poly�styrene� by surfactant-
free emulsion polymerization using 2-2�-Azobis �2-
methylpropionamidine� dihydrochloride and persulfate of
potassium as initiators for positive and negative particles,
respectively. Both positive and negative particles were syn-
thesized using 150 ml of water, 16 ml of styrene, and 0.04 g
of initiator. Synthesis was carried out at 70 °C, and stirred at
750 rpm during 24 h. Details on this polymerization are
given elsewhere �22�. Positive particles were 645 nm �with a
polydispersity lesser than 10%� while negative particles were
583 nm �and polydispersity around 4%�. The electrical
charge of the particles was verified by � potential measure-
ments. The experimental setup is simple. A micropipette is
fixed at a laboratory stand 1 cm above a leveled microscope
slide whose temperature was set at 70 °C by a hot plate.
150 �l, at 0.01% in solid fraction of particles, were then
gently dripped onto the glass surface. Following the drip-
ping, the slide was kept in place until complete water evapo-
ration; it takes only a few minutes. At the end, the images of
the particle deposition were captured using a microscopy
Olympus CX31 with an amplification of 4�.

Depending on the electrical charge of particles, two dif-
ferent behaviors were observed: Positive particles are pre-
cipitated onto a negatively charged surface, while negative
particles precipitated until almost total solvent evaporation.
In both cases, the precipitated material formed a big deposi-
tion of particles on the microscope slide, as shown in Figs.
1�a� and 1�b�. Therefore, the pattern formation by suspen-
sions of particles of the same electrical sign is not present at
the present experimental conditions. The pattern formation
occurs as a mixture of positive and negative particles in sus-
pension �50%–50% in volume� are deposited on the glass
surface �see Fig. 2�a��. The pattern is formed from drop edge
toward its center. During the pattern formation, particles are

fixed on the surface after the particle precipitation. The pat-
tern in Fig. 2�a� is driven by a different force, such as surface
tension, drop pinning, and evaporation, as mentioned above.
On this step, we model the pattern formation including ef-
fects due to diffusion, precipitation, and evaporation pro-
cesses. Figure 2�b� shows a simulated pattern generated by
this simulation, which is discussed after the presentation of
the numerical simulation.

III. NUMERICAL SIMULATION

In this section we state the set of the partial differential
equations to model the pattern formation modulated by an
evaporation process. We focused on evaporation that occurs
in a sessile drop, which is described by two parameters: The
drop radius �R� and the contact angle ��c�. When evaporation
occurs from the edge, evaporated solvent flux Js�r ,�c� �out-
side the drop� and convective velocity v�r , t� �inside the
drop� as function of r coordinate, are given by �2�

Js�r,�c� = J0�1 − �r/R�2�−���c�, �1�

v�r,�c� = −
1

	hr
�

0

r

sJs�s,�c�ds , �2�

where ���c�=
−2�c /2
−2�c, with �c� �0,
 /2�, provides
the dependence with the contact angle, and J0 represents the
intensity of the flux of evaporation in the center of the drop,
h is the drop thickness, and 	 is the density of the solvent.
Pattern formation always occurs for a �c sufficiently small to

FIG. 1. Deposition of colloidal particles on a negatively charged
surface. �a� Positive particles; �b� negative particles in suspension.
In both cases, patterns are not formed. Samples of 1�1 cm2.

FIG. 2. �a� An experimental pattern formed by oppositely
charged colloidal particles in suspension after water evaporation.
Sample of 1�1.15 cm2. �b� A simulated pattern obtained by simu-
lation using as precipitation parameter �=500, and evaporation pa-
rameter �=4.0 �b�.
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trap the particles by the surface of deposition and free sur-
face of liquid-air interface �4�. In this case, ��1 /2 is an
approach to the angular function.

The precipitates were assumed to be formed by a local
reaction a�r , t�+b�r , t�→c�r , t�, without intermediate prod-
uct, where a and b are concentration of reactants and c is
precipitated concentration. Although concentration of reac-
tants decreases by the reaction, they are increased by the
solvent evaporation. Thus, a competition between precipita-
tion and evaporation is always present. For the specie a, this
effect is given by

Je�a,r� = aJs�r� −
1

r

�a

�r
�

0

r

rJs�s�ds =
a

r

�

�r
�rv�r�� + v�r�

�a

�r
,

�3�

where the first term on the right-hand side of �3� denotes the
local contribution of the evaporation flux while the second
term comes from the dependence of a with convective trans-
port inside the drop. The identity is an alternative form to
write this contribution in terms of v�r� using Eq. �2�. Note
that Je�a ,r� have two divergences: At r=R and at r=0; due
to Js�r� and v�r� divergences, respectively.

Supersaturation theory is assumed to describe the precipi-
tation process �15�; that is, the precipitation term is given by

�ab,K,L� = ��p��ab − K� if c = 0,

�p��ab − L� if c � 0,
	 �4�

where � is the rate constant of the precipitation reaction,
based on Ostwald’s supersaturation theory �13�. � :R
→ 
0,1� is a step function and K and L define the product
threshold of the nucleation and precipitation, respectively. p
is the increment of the precipitation product, and is calcu-
lated from the equation �a−p��b−p�=L.

A mass balance for two reactant species and precipitate
yields to a set of PDEs. Mass balance takes into account
diffusion, precipitation, and convection for the reactants and
only the precipitation for the precipitate. Thus, we have the
following model in dimensionless variables �=r /R and �
=Dat /R2:

�a

��
=

�2a

��2 +
1

�

�a

��
− ��ab� + �je�a,�� , �5�

�b

��
= �� �2b

��2 +
1

�

�b

��
 − ��ab� + �je�b,�� , �6�

�c

��
= ��ab� , �7�

with the dimensionless parameters

� =
Db

Da
, � =

R2�

Da
, � =

R2J0

	hDa
, �8�

where je�a ,r� and je�b ,r� are the corresponding dimension-
less terms of Je�a ,r� and Je�b ,r�. Equation �7� does not con-
tain the diffusive term or the convective one; which implies

that the precipitate is fixed after precipitation, as experimen-
tally observed.

Standard boundary conditions were established assuming
no mass flux at the border, and considering radial symmetry,
at �=0 and �=1, they are

�a

��
= 0,

�b

��
= 0. �9�

Note that boundary conditions do not take into account more
complete conditions, such as contact line pinning, and then
the model is limited to these conditions. Equations �5�–�7�
were solved reducing the PDEs into a set of ordinary differ-
ential equations after a spatial division in an equidistant 1D
grid �24�. The set of ODE were integrated in time using a
fourth-order Runge-Kutta method.

In this study, diffusion coefficients were assumed con-
stant, with �=1, and � and � were taken to have the follow-
ing values: �=1,10,50,100,500,1000 and �=0.5,1 ,2 ,3 ,4.
Homogeneous initial conditions were assumed with a�� ,0�
=b�� ,0�=0.3 and c�� ,0�=0. The grid spacing and time step
were chosen as ��=0.01 and ��=10−5, with �� �0,1� and
�� �0,�max�. �max was approximated from the diffusion coef-
ficient of the colloidal particles and typical size of patterns
�few millimeters�, obtaining a value of �max=0.1 which was
sufficient to establish a developed profile.

IV. RESULTS AND DISCUSSION

In order to investigate effects of competition between pre-
cipitation and evaporation processes on the pattern forma-
tion, the patterns were generated from Eqs. �5�–�7� as de-
scribed above. The origin of space coordinate is arbitrarily
located, without lost of generality, in the center of the pattern
�15�. Two contrasting examples are shown in Figs. 3 and 4.
In Fig. 3only the precipitated ring is formed at the border
�close to �=1.0�. This occurs for �=1 and �=1, and means
that this ring is in general dominant due to divergence of the
convective term, see Eq. �3�. The steady-state �precipitation�
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FIG. 3. Precipitate deposition for �=1 and �=1 �a� The final
profile of the precipitate. �b� Temporal and spatial evolution of the
front. Only the deposition close to the border is present.
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profile is presented at the top in Fig. 3, where a monotonic
decreasing precipitation toward the center is shown. The pat-
tern in Fig. 4 corresponds to a second case where �=100 and
�=1. In this case, the precipitate forms a series of rings as a
function of time at a fixed position that represents our main
concern.

Examples in a wide interval for both � and � values are
shown in Figs. 5 and 6. The bands in both Figs. 5 and 6
correspond to deposition along a radial coordinate. In Fig. 5,
�=1 and � take the following values, respectively, 10, 50,
100, 500, and 1000. Note that only the precipitate �one band�
at the edge is formed for �=1 and �=10, as shown in Fig.
5�a�. As the � increases, the precipitation is stronger �i.e.,
precipitation is more important whereas evaporation holds
constant�. Hence, rings appear �see Fig. 6�b��. This shows
that the precipitation process is important for pattern forma-
tion. However, the number of rings is not increased with
respect to � values, as shown in Figs. 5�c�–5�e�. As matter of
fact, the number of rings decreases after �=100. This is at-
tributable to the competition between the evaporation and

precipitation processes. In Fig. 6 the � value is fixed to 100
to assure pattern formation, whereas � is varied from 0.5 to
4. In this case, the number of rings increases as shown in
Figs. 7�a�–7�c�. Thereafter, decreasing of its number with �
values larger than 3; indicating the existence of maximum
formation of precipitate rings. High values of the � param-
eter also inhibit a great number of rings.

We observed that only under a suitable combination of �
and � are the patterns formed. Figure 7 shows the number of
precipitated rings, as contour curves, for the overall region
explored �where the two dotted lines are drawn to indicate
the cases shown in Figs. 5 and 6�. In general, these patterns
are obtained for low-� and high-� values. This means that a
precipitation is required in order to obtain patterns but num-
ber of rings is defined by the parameter values. Therefore,
that existence of a maximum of rings indicates a coupling
between the precipitation and evaporation processes. In all of
the above-presented patterns the precipitated deposition,
computed by a mass integration of precipitate around the
ring position, does not exhibit a maximum. Hence, this maxi-

FIG. 4. Patter formation for �=100 and �=1. �a� The final
profile of the precipitate. �b� Temporal and spatial evolution of the
front.

FIG. 5. Rings formation at different precipitation conditions
with �=1: �a� �=10; �b� �=50; �c� �=100; �d� �=500; �e� �
=1000.

FIG. 6. Rings formation at different evaporation conditions with
�=100: �a� �=0.5; �b� �=1; �c� �=2; �d� �=3; �e� �=4.
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mum is not characteristic of a resonant effect.
Figures 8 and 9 depict Xn, Xn+1 /Xn, and Wn derived from

a spatial analysis of these simulations. The space analysis
shows that the deposition in the center is negligible because

it is too thick due to the divergent term at �=0 �see Eqs. �2�
and �3��. Xn has a monotonic decreasing form attributable to
restriction in precipitation in the center of the drop. Also note
that there is an important decreasing from the first point and

γ = 0.5
γ = 1.0
γ = 2.0
γ = 3.0
γ = 4.0

FIG. 8. Xn, Xn+1 /Xn, Wn at different evaporation parameters
with �=100.

β = 10
β = 50
β = 100
β = 500
β = 1000

FIG. 9. Xn, Xn+1 /Xn, Wn at different precipitation parameters
with �=1.
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the second one that is stronger for high values of � and �
because the first ring is thicker in these cases. Xn+1 /Xn fol-
lows a lightly decreasing behavior with the exception of the
values near the origin and the edge ��=0 and �=1�, where
the change is stronger, indicating that the first rings and the
last ones are in general closer to each other. It is again more
evident for high values of � and �. Xn+1 /Xn is roughly con-
stant in the middle of the pattern and spacing coefficient �p�
can be calculated; which can be related to the mechanism of
precipitation. Otherwise, Wn is effectively constant in that
region far from the center and the edge of the drop, indicat-
ing a very well-defined process of precipitation.

Dependence of position Xn versus �n
1/2 is shown in Figs.

10 and 11. This provides us with complementary informa-
tion. In both cases, the straight lines represent the diffusion
associated to these parameters, which evidently is not fol-
lowed by these patterns. There is also a divergence for the
last rings �near the center�, which are also characteristic of
the evaporation process close to the drop center. Indeed, in
Fig. 10, precipitation parameter ��� is fixed to 100 while the
evaporation parameter ��� is varied from 0.5 to 5. In this
case, different tendencies during the pattern formation are
stated in contrast to the case in Fig. 11, where �=1 and � is
varied from 50 to 1000. We observe that a unique tendency is
defined, independently of the value of � and the number of
rings. These results show that the pattern formation is
strongly modulated by the evaporation process.

Normalization in diffusion � attenuates the effect of this
phenomenon because it is defined as the ratio of diffusion
coefficients of both species; which in fact are equal for par-
ticles of the same size �i.e., �=1�. Dependence of patterns
with diffusion coefficient can be investigated from the rela-
tionship, ���1 /Da

2, which is valid when the geometrical
�R ,h�, the density of solvent �	�, and the multiplication of
parameters J0 �regarding strength evaporation� and � �con-
cerning precipitation� are constant. This relationship defines
a set of hyperbolas in space �-� cutting the contour curves as
we can see in Fig. 7. The hyperbolas lie on a region depend-
ing on diffusion coefficient. This number depends, as before,
on the values of � and �, and it shows again the competition

between the precipitation and evaporation processes domain.
Therefore, the diffusion process loses significance in pattern
formation.

Now let us return to Fig. 2. Two patterns, one simulated
numerically and the other obtained experimentally, were
shown in Fig. 2. The experimental pattern shown �see Fig.
2�a�� is very well defined and has a good radial symmetry,
with the exception of the center where disorder is observed.
The simulation presented in Fig. 1�b� is very close to experi-
mental results and it was only matched by the number of
rings of the experimental pattern. The simulated rings are
very well defined and represent a good approximation for the
experimental result. The above results are obtained despite
this model does not account explicitly for the interface forces
that define the geometry and wetting of the drop, neither
particle-particle nor particle-surface interactions. Although a
more correct comparison of patterns in Fig. 2, our concern is
to show how the competition between evaporation and pre-
cipitation is able to reproduce main characteristic of experi-
mental results. Thus position, ratio of ring position, and
width of the experimental and simulated rings are shown in
Fig. 12. The simulated results reproduce main trends of ex-
perimental results and correspond to � and � values close to
�=500 and �=4, respectively. Experimental results show a
nonlinear decreasing for Xn which is followed by simulated
ones, except near the center ��=0�. This difference is a con-
sequence of the presence of the disorder zone in the experi-
ment which is not reproduced by the simulation. Ratio
Xn+1 /Xn shows a lightly decreasing behavior for the simu-
lated results, with the exception at edge and center, which are
discussed below, indicating an effect of confinement of spe-
cies. Assuming a constant value of ratio Xn+1 /Xn, a spacing
coefficient p can be calculated providing the value of
−0.091�0.041. The negative value of p comes from choice
of origin of coordinates, but its absolute value lies in the
usual range of Liesegang rings when n is large. This value
may be associated to a mechanism of precipitation as in Lie-
segang rings �12�. Finally, Wn keeps practically a constant
value for simulated results, with the exception to center and
edge of drop. A constant value of Wn can be interpreted for

FIG. 11. A unique dynamic regime is established at different
precipitation parameters with the evaporation parameter at �=1.

FIG. 10. Different dynamic regimes are defined with the evapo-
ration parameter at �=100.
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experimental results as indicating the presence of the selec-
tive process of precipitation. The selective process of pre-
cipitation can be related to properties of suspended particles
�such as the size and the charge� and surface. In geometrical
terms, precipitation occurs when contact angle is sufficiently
small to trap particles in the edge of the drops �3�, which

implies a selective process and therefore constant values for
width of rings.

In comparison to experimental results �4�, where Xn+1 /Xn
arrives to a constant for the last rings and Wn presents a
maximum, in our case Xn+1 /Xn presents the same, approxi-
mately constant, value and maximum for Wn is absent. A
possible source of this last difference can be attributable to
electrical charge of precipitates. In our case the precipitates
are associations of positively and negatively charged par-
ticles with low effective electrical charge, while maximum of
Wn has been observed for precipitation of positive particles
on a negative surface, where electrical interaction is stronger.
Also note that these behaviors are different than observed for
Liesegang rings, where Xn+1 /Xn arrives at a constant value
only when n is large, and Wn is proportional to Xn. In our
results, the former case occurs for any n while the latter
behavior is not reproduced.

V. CONCLUDING REMARKS

We present results that reproduce symmetric rings from
two precipitated species modulated by evaporation. In our
results, two species are precipitated, without intermediate,
following the theory of supersaturation while evaporation is
assumed to be as in the evaporation of a liquid drop on a
surface. The results are based on a numerical solution of a set
of partial differential equations, where precipitation and
evaporation are varied by the parameters � and �, respec-
tively. We show a monotonically decreasing of the ring po-
sition �Xn�, as a function of n, which is a consequence of
spatial constraint of ring formation. The ring formation be-
gins at the boundary of a system and is limited by its center.
With the exception to rings near boundary and center, we
observe constant values for ratio Xn+1 /Xn and a constant
value for width of the rings �Wn�. These trends are different
to those followed by Liesegang rings, and define main ten-
dencies of rings modulated by evaporation. This is confirmed
by the spatiotemporal behavior observed in our approach.
Additionally, precipitation parameter ��� defines different re-
gimes for different � values and the parameter ��� only de-
fines a regime for different values of �; which is independent
of the number of rings. Indeed, the number of rings is de-
fined by competition between precipitation and evaporation
processes; while diffusion is not relevant in formation of
these structures. These results describe qualitatively well the
pattern formation by precipitates of a mixture of positively
and negatively charged particles. However, it should be
noted that this approach does not account for surface tension
or pinning effects along the contact line, and it is limited to a
fixed boundary. An investigation in this direction is in
progress by our group.
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