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Abstract

This work presents multivalued chaotic synchronization via cou-

pling based on the Poincaré plane. The coupling is carried out by an

underdamped signal, triggered every crossing event of the trajectory

of the master system through a previously defined Poincaré plane. A
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master-slave system is explored, and the synchronization between the

systems is detected via the auxiliary system approach and the maxi-

mum conditional Lyapunov exponent. Due to the response to specific

conditions two phenomena may be obtained: univalued and multival-

ued synchronization. Since the Lyapunov exponent is not enough to

detect these two phenomena, the distance between the pieces of tra-

jectories of the slave and auxiliary systems with different initial con-

ditions is also used as a tool for the detection of multivalued synchro-

nization. Computer simulations using the benchmark chaotic systems

of Lorenz and Rössler are used to exemplify the approach proposed.

Keywords: chaos synchronization, Poincaré plane, multimodal syn-

chronization.

1 Introduction

Coupled systems can be classified in two main categories: Unidirectional-

coupled systems, formed by an autonomous master system whose trajectory

constrains a slave system. Bidirectional or mutual-coupled systems, in which

there is neither master nor slave system, but the two systems are constrained

by the trajectory of each other. Synchronization phenomena in coupled sys-

tems have been extensively studied during the last decades and several con-

cepts describing synchronized motions have been introduced [1, 2, 3]. Among

them, we can mention: frequency entrainment [4], phase synchronization [5],

lag synchronization [6], multimodal synchronization [7], complete (or full)

synchronization [8], and forced synchronization [9].

In this work we focus only on the unidirectional-coupled scheme between
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two chaotic systems. To make clear our purpose, let us consider the following

master and slave systems:

x′ = F (x), F : Rm → Rm (1)

y′ = G(x,y), G : Rm ×Rn → Rn (2)

where the state vectors are represented by x ∈ Rm and y ∈ Rn with cor-

responding vector fields F (·) for the master system and G(·) for the slave

system.

The coupled systems given by Eqs. (1) and (2) induce in the phase space

Rm × Rn the flow (ϕt)t∈R. For each initial condition (x0,y0) corresponds

a trajectory given by {(x(t),y(t)) = ϕt(x0,y0) : t ≥ 0}. If there exists a

function % : Rm → Rn for the pair of coupled systems, such that y(t) =

%(x(t)) for all t ≥ 0, then it is said that the systems given by Eqs. (1) and

(2) are synchronized see Rulkov et al [10]. If the distance between their states

converges to zero along time (and hence % is the identity function) then the

systems (1) and (2) are said to present complete synchronization. However

a weaker form of synchronization called Generalized Synchronization (GS)

allows the coupled systems to have an arbitrary distance between their states,

therein % results in a more complicated relation than the identity function.

In order to ease the analysis and detection of GS between master and slave

systems, the auxiliary system approach was presented by Abarbanel et al in

[11]. Here is considered an auxiliary system identical to the slave system,

and coupled in the same way to the master system, but with different set

of initial conditions z0 6= y0. Synchronization between states of master and

slave systems can be easily detected by this method if the coupled systems
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present only one basin of attraction and the following asymptotic condition

is satisfied:

lim
t→∞
‖y(t)− %(x(t))‖ → 0. (3)

But if there are N multiple basins of attraction D1,D2, . . . ,DN then the

% function is given by:

%(x(t)) =



%1(x(t)) if (x0,y0) ∈ D1

%2(x(t)) if (x0,y0) ∈ D2

...

%N(x(t)) if (x0,y0) ∈ DN

(4)

So there are %i(x(t)), i = 1, 2, ..., N different functions where N stands for

the number of basins of attraction. Thus, if the coupled systems present one

or more than one basin of attraction (N ≥ 1), two situations are possible. If

there exists only one basin of attraction and GS is ensured, limt→∞ ‖y(t) −

z(t)‖ → 0 is satisfied for any initial state y0 and z0, which means that the

slave and auxiliary systems are initialized with y0 and z0 such that their

trajectories converge in the same attractor. Complementarily, if there exist

more than one basin of attraction and GS is ensured, we have that Eq. (3)

implies: (i) limt→∞ ‖y(t) − z(t)‖ → 0 is satisfied for any initial conditions

y0 and z0 belonging to the same basin of attraction and (ii) limt→∞ ‖y(t)−

z(t)‖ → d > 0, if d exists, for initial conditions y0 and z0 belonging to

distinct basin of attraction.

It is worth mentioning that the Maximum Conditional Lyapunov Expo-

nent (MCLE) is always negative when the master-slave system is synchro-
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nized but it cannot detect multivalued synchronization. So, it is relevant to

use in combination with the former the auxiliary system to detect whether

the synchronization is multivalued.

In this paper we suppose that the function G in Eq. (2) has the classical

form G(x,y) = Ga(y) + K[u(x) − Gc(y)] (see [3, 12]). Where Ga is the

autonomous part of the dynamics of the slave system, K = (kij)1≤i,j≤n ∈

Mn(R) is a real square matrix of size n whose coefficients rule the dissipative

coupling, u : Rm → Rn is a function of the state vector of the master system

and Gc : Rn → Rn is a function of the state vector of the slave system which

acts as a feedback.

In most studies (see [1, 2, 3] and the references within) the function G is a

continuous function of x and y which does not depend on time. Nevertheless,

time dependent couplings appear in real systems such as biological networks

[13, 14, 15].

For example, in integrate and fire neural networks [16], neurons interact

only at the instants when their membrane potential reaches some threshold,

and it has been observed [17] that pancreatic beta cells networks synchronize

at specific periods of time by the increase or decrease of substances such

as intracellular calcium [18]. The thresholds associated to each neuron may

define a Poincaré section in the phase space of the network, and the neurons

interact only when an orbit of network crosses this section

With this in consideration, here we introduce the concept of coupling

based on a Poincaré plane. Such coupling is activated whenever the trajectory

of the master system crosses the Poincaré plane, generating complex driving

signals that do not depend continuously on the state of the master system.
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That is, the coupling is a function of time K[H1(x, t)−H2(y, t)]. Here we will

suppose that the driving signal H1 is triggered by a threshold, and its shape

is defined by the combination of two signals: the first, is a signal defined

as a function of time and activated each time the trajectory of the master

system crosses the Poincaré plane, and the second is the state of the master

system. The term H2, is a function of the state vector of the slave system and

the time. This type of coupling in contrast to more traditional approaches

is not continuous in general. Here the Poincaré plane monitors the master

system but perturbs the slave system unlike the OGY [19] which monitors

and perturbs only the latter.

The paper is organized as follows: In the section 2 the coupling based on

Poincaré plane is presented; the section 3 contains numerical results about

master-slave interconnection; finally, conclusions are made in section 4.

2 Coupling based on Poincaré plane

In order to define the coupling presented in this work, we assume the master

slave systems given by Eqs. (1) and (2) have a dissipation ball D ⊂ Rm×Rn,

such that ϕt(D) ⊂ D for all t ≥ 0. This dissipation ball is of the form D =

Dx×Dy. The maximal attractor A is the largest attracting invariant subset

of D, with projection Ax :=
∏

xA into Rm and projection Ay :=
∏

yA into

Rn. The flow restricted to Ax is denoted as ϕtm := ϕt|Ax and x(t) := ϕtm(x0).

For further convenience, let us define ϕts :=
∏

y ◦ϕt and y(t) := ϕts(x0,y0).

First, we define a Poincaré plane as Σ := {(x1, . . . , xm) ∈ Rm : α1x1 +

α2x2 + . . .+αmxm +αm+1 = 0}, where α1, . . . , αm+1 ∈ R are coefficients of a
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hyperplane equation whose values are considered according to the following

rationale. The Poincaré plane must be located to guarantee Ax
⋂

Σ 6= ∅,

which is satisfied if Ax
⋂

Σ has at least one element x∗ = ϕt0m(x0). We are

interested in several crossing events {ϕt0m(x0), ϕ
t1
m(x0), ϕ

t2
m(x0), . . .} ∈ Σ

and therefore specify the following time series ∆x0 = {t0, t1, t2, . . .}, which

depends on the initial conditions of the master system. Then for each x0 ∈

Ax, there exists an infinitely large number of different positive times tk for

which #∆x0 → ∞ when t → ∞, where #∆x0 means the cardinality of the

set ∆x0 . In such a case, it will exist an increasing sequence {tk(x0)}k∈N such

that ϕ
t0(x0)
m (x0) = x∗ ∈ Σ for all k ∈ N. Henceforth, we assume the following:

(a) The Poincaré plane must be located in order to meet the condition

Ax
⋂

Σ 6= ∅.

(b) The master system given by Eq. (1) oscillates in a chaotic regimen.

Then, for each x0 ∈ Ax, there exists an infinitely large number of

different positive times tk for which #∆x0 →∞ when t→∞, i.e., for

ϕt0m(x0) = x∗ ∈ Σ, there is a time t1 such that x(t1) := ϕt1m(x∗) ∈ Σ,

next there is a time t2 such that x(t2) := ϕt2m(x∗) ∈ Σ and so forth.

Having this in consideration we define the Poincaré coupling:

Definition 2.1. Let x0 be a point in the phase space of the master system

and ∆x0 = {t0, t1, t2, . . .} be a time series comprised of the events generated

each time that the trajectory of the master system with initial condition x0

crosses the Poincaré plane Σ. If the coupling K[H1(x, t)−H2(y, t)] depends

on the time series ∆x0 then the coupling is called a Poincaré coupling.
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Now, we further specify the equation of the slave system, which takes the

following form:

y′ = Ga(y) +K[H1(x, t)−H2(y, t)]. (5)

The coupling is given by the second term of the right hand side with the

corresponding functions H1(x, t) = h1(t)u(x), and H2(y, t) = h2(t)Gc(y).

Where h1 refers to a n×n time-dependent real matrix containing sliding

functions Spq(t) : R→ R which are triggered each time that the trajectory of

the master system x(t) crosses the Poincaré plane Σ, i.e. each time ti ∈ ∆x0 .

The matrix is given as follows:

h1(t) =


S11(t) S12(t) . . . S1n(t)

S21(t) S22(t) . . . S2n(t)
...

...
. . .

...

Sn1(t) Sn2(t) . . . Snn(t)

 (6)

where each entry Spq(t) can be defined according to specific requirements

for the coupling signal, with p, q = 1, . . . , n, and it is formed as Spq(t) =

S1
pq(t) + S2

pq(t) + S3
pq(t) + . . ., where each element takes the following form:

Sipq(t) =

 Spq(t− ti) t ∈ [ti, ti+1), with ti ∈ ∆x0 ,

0 otherwise,
(7)

where Spq is a scalar function which is defined in a given interval. The

function h2 may be defined in a similar way or as a constant, making the

feedback continuous.

Now, we are interested in studying GS between a pair of chaotic systems,

either identical or different, coupled by distinct H1 matrix with different

coefficients of the coupling strength K.
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Figure 1: a) Projection of the attractor of the Rössler system onto the (x1, x2)

plane intersected by the Poincaré plane given by Eq. (16). The point of each

crossing event within {ϕt0m(x0), ϕ
t1
m(x0), ϕ

t2
m(x0), . . . } is marked with asterisk.

b) Projection of the attractor of the Lorenz system onto the (y1, y2) plane.

3 Multivalued synchronization by Poincaré

coupling

In this section we present a descriptive example of the synchronization phe-

nomenon, based on the Poincaré coupling which can be explored with iden-

tical or different systems. Our concept of Poincaré coupling is illustrated by

synchronizing two benchmark systems. The Rössler system is given by:

ẋ1 = −x2 − x3,

ẋ2 = x1 + ax2,

ẋ3 = b+ x3(x1 − c),

(8)

where (x1, x2, x3)
T ∈ R3 is the state of the system, and for which we take
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the parameter values a = 0.2, b = 0.2 and c = 5.7 that locate the system

in the chaotic regime. Figure 1 a) shows a projection of the attractor of the

Rössler system onto the (x1, x2) plane. The Lorenz system is given by:

ẏ1 = σ(y2 − y1),

ẏ2 = ρy1 − y2 − y1y3,

ẏ3 = y1y2 − βy3,

(9)

where (y1, y2, y3)
T ∈ R3 is the state of the system, and the parameters values

σ = 10, ρ = 25 and β = 8/3 are taken in such way that the system is also

located in the chaotic regime. Figure 1 b) shows a projection of the attractor

of the Lorenz system onto the (y1, y2) plane. The equilibria of the Lorenz

system is given by:

Q = ( 0, 0, 0 ), (10)

R = ( η, η, µ ), (11)

S = ( −η, −η, µ ), (12)

where η =
√
β (σ − 1) and µ = ρ− 1.

Although the coupling signal can be generated in several ways, for simplic-

ity we deemed only one case concerning the matrix K,h1 and h2 as follows:

K =


k11 0 0

0 0 0

0 0 0

 , h1(t) =


S11(t) 0 0

0 0 0

0 0 0

 , h2(t) =


1 0 0

0 0 0

0 0 0


(13)
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where the coupling strength is given by the scalar k11 ≥ 0. The terms u(x)

and S11(t) from Eq. (5) are determined by Eqs. (6) and (7) as follows:

u(x) = (x1, 0, 0)T ; (14)

S11(t) =

 e−τ(t−ti) t ∈ [ti, ti+1);

0 otherwise,
(15)

where 0 ≤ τ ∈ R represents an underdamping factor which allows us to

modulate the magnitude of signal and its frequency. Note that for a value

of τ = 0, the coupling becomes the negative feedback from the classical

form described above [12], and that the signal S11(t) is triggered each time

the master system trajectory crosses the Poincaré plane (see Figure 1 a)).

The equation of the Poincaré plane implemented for the coupling is given as

follows:

Σ := {(x1, x2, x3) : α1x1 + α2x2 + α3x3 + α4 = 0}. (16)

In order to meet the requirements of the plane from the discussion in Sec-

tion 2, the parameters take the following values α1 = 0.5934, α2 = −1.1636, α3 =

0, α4 = −2.4068, and so the condition Ax
⋂

Σ 6= ∅ is fulfilled. Figure 1 a)

depicts the projection of the orbit of the master system onto the (x1, x2)

plane intersected by Eq. (16). For this particular case we have focused on

the crossing events of the trajectory of the master system with Σ in only one

direction. So the time series ∆x0 contains each crossing event that satisfy

dx1
dt

> 0. Figure 2 depicts the signal of Eq. (15) and the component y1(t)

of the slave system with the autonomous part taken as the Lorenz system.

Indeed the Eq. (5) for the slave system results as follows:
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Figure 2: Signal S11(t) from Eq. (15) in solid line, and the component y1(t) of

the slave system in dashed line for τ = 0.018, k11 = 50. Marked with asterisk

the events ti of each intersection of the master system with the plane Σ (see

Figure 1 a)).
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Figure 3: Unidirectional coupling with Rössler-Lorenz systems. a) Projection

of the attractor of the slave system onto the (y1, y2) plane for k11 = 50, τ =

0.018. b) Maximum conditional Lyapunov exponent. c) Distance dn between

the pieces of trajectories of the slave and auxiliary systems with different

initial conditions against parameter k11.

y′ =


ẏ1

ẏ2

ẏ3

+ k11


x1e
−τ(t−ti) − y1

0

0

 . (17)

The master, slave, and auxiliary systems are initialized with the different

initial conditions given by x0 = (−1.1, 1.15, 0.6116), y0 = (7, 8, 24), and

z0 = (1, 1, 1), respectively.

Figure 3 a) shows the projection of the attractor of the Lorenz slave
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system onto the plane (y1, y2). For k11 = 50, this attractor presents only

oscillations around the equilibrium point S in contrast to the Lorenz system

which is depicted in Figure 1 b) and Figure 2) shows the behavior of the

y1 component along time. The form of the attractor hinges on the coupling

strength and the Poincaré section chosen, that is, whether the slope is greater

or smaller.

Stability of the synchronization motion is a very relevant issue, and many

criteria have been established in the literature to cope with it. One of the

most popular and widely used criterion is the use of the Lyapunov exponents

as average measurements of expansion or shrinkage of small displacements

along the synchronized trajectory. In the context of master-slave systems

the MCLE is used, this exponent is shown in Figure 3 b). It is important to

emphasize that the negativity of the MCLE is only a necessary condition for

stability of synchronized state, and that it is obtained from a temporal av-

erage, therefore they characterize the global stability over the whole chaotic

attractor. However, this exponent is not a sufficient condition to determine

synchronization, in some cases the MCLE may be negative and yet the sys-

tems are not synchronized [20]. Thus additional conditions should be fulfilled

to warrant synchronization in a necessary and sufficient way, therein we have

used the auxiliary system approach. In this way a second criteria for GS is the

distance between slave and auxiliary systems which is a function of R3×R3 →

R+, i.e., dn
(
{y(i)}i∈{1,...,n}, {z(i)}i∈{1,...,n}

)
= 1

n

∑n
i=1 ‖y(i)− z(i)‖, with the

Euclidean norm where n stands for the number of iterations in the numerical

simulation made with a fourth-order Runge Kutta method. For this case

we considered n = 100000 iterations after the transient regime. Figure 3 c)
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shows the distance dn against k11 when the slave and the auxiliary systems

are initialized with y0 and z0, respectively. In line “1” marked with circles,

dn goes to zero as k11 increases indicating that the slave system is synchro-

nized with the master system. If we change the initial condition for the slave

system (−7,−8, 24) and keep the same z0 for the auxiliary system, an inter-

esting behavior for the distance dn is detected, i.e., there are values for k11

that makes dn 6= 0 and correspond to GS of master-slave system, see Figure

3 c) line “2” marked with triangles. Line “3” marked with asterisk presents

a similar phenomenon by changing y0 = (−4.29,−13.01, 0.6116). Note that

for a value of k11 ≈ 7, the distance dn = 0. This is due to the existence of

multiple basin of attraction. Therefore, there are two asymptotic behaviors

and dn is an indicator of this. So we define such phenomena as follows:

Definition 3.1. Let k11 ∈ I ⊂ R be the coupling strength ensuring the GS of

the master-slave system. Let us denote dn
(
{y(i)}i∈{1,...,n}, {z(i)}i∈{1,...,n}

)
=

1
n

∑n
i=1 ‖y(i) − z(i)‖ as the distance between the pieces of trajectories of the

slave and auxiliary system initialized at y0, z0 ∈ D =
⋃N
i=1Di, respectively:

(i)If dn = 0 for all y0, z0 ∈ D, then the GS of the master-slave system is said

to be in a univalued mode.

(ii)If dn = 0 for z0 ∈ Dj and dn 6= 0 for z0 ∈ Dl, with j 6= l, y0 ∈ Dj, then

the GS of the master-slave system is said to be in a multivalued mode.

According to the above definition, the GS of the master-salve system

has two modes: univalued and multivalued. The univalued synchronization

mode is found for k11 > 45 with the overlapping of lines “1”, “2” and “3”

in Figure 3 c). The coupling strength is such that makes the trajectories of

the slave and auxiliary systems converge to the same basin of attraction for
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all y0, z0 ∈ D. Now, for simplicity, multivalued synchronization is illustrated

with the bivalued case, i.e., the case of two basin of attraction. The bivalued

synchronization mode is found in the interval 0.2 < k11 < 45 where two

basins of attraction exist; see Figure 3 c). These basins are interpreted

as the coexistence of bistable equilibrium states for the same set of system

parameter values than univalued but for a distinct coupling strength. That

is, the emergence of bistability depends sensitively on the coupling strength.

We now detail what is hidden behind Figure 3 c). Considering x1 = 0

in Eq. (17) to study the stability of the equilibria as a function of the k11

coupling strength. Note that the equilibrium point Q, given by Eq. (10), al-

ways exists independently of the value of k11. However the equilibria R and S,

given by Eqs. (11) and (12), respectively, depend on the value of the coupling

strength. These last equilibria can be written as a function of k11 as follows:

η =

√
β
(

σρ
σ+k11

− 1
)

and µ = (σ+k11)
σ

. As k11 tends to increase, the equilib-

rium points R and S start to approach symmetrically to the point Q. The

system given in Eq. (17) presents negative eigenvalues in the symmetrical

points R and S, meaning that any trajectory near this points will be attracted

to them, causing bistability. Each equilibrium point R and S has its basin

of attraction and these basins are symmetrically provided due to the slave

systems is symmetric under the transformation (y1, y2, y3)→ (−y1,−y2, y3).

This fact suggests that if slave system displays a non-symmetric attractor

then the basins of attraction might be non-symmetric.

The effect of the symmetry appearing at the boundaries of the basin

of attraction is exemplified in Figure 4; where k11 takes the value of 3.6.

The basins of attraction present a complex interlaced structure in all the
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Figure 4: Two basins of attraction marked with the areas in blue and cyan for

k11 = 3.6 which are two dimensional sections of the three-dimensional state

space onto the planes: a) y3 = 0, b) y3 = 10, c) y3 = 20, and d) y3 = 30.

three-dimensional state space as is shown in Figure 4a), b), c) and d) onto

different planes. For the coupling strength k11 = 20, the master system leads

the response systems to have different boundaries of the basin of attraction

as is depicted in Figure 5 a), b), c) and d) onto different planes. Comparing

the basins of attraction for the plane y3 = 0 from Figures 4 a) and 5 a), with

k11 = 3.6 and k11 = 20, respectively, one is able to perceive the change at

the boundaries of the basins of attraction due to the coupling strength. The

basins of attraction have been determined considering 10000 iterations in the

numerical simulation. For a value of k11 > 45 and for all y0, z0 ∈ D, the GS

of the master-slave system is in an univalued mode, i.e., there is only one

basin of attraction.
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Figure 5: Two basins of attraction marked with the areas in blue and cyan for

k11 = 20 which are two dimensional sections of the three-dimensional state

space onto the planes: a) y3 = 0, b) y3 = 10, c) y3 = 20, and d) y3 = 30.

4 Concluding remarks

A Poincaré plane is traditionally used as a characterization tool for time

series of nonlinear systems. Here, we have employed it to induce synchro-

nization between different chaotic systems triggering a coupling signal each

time the trajectory of the master system crosses the plane. So, the concept

of Poincaré coupling has been introduced, generating driving signals that do

not depend continuously on the state of the master system. A master-slave

system was explored by using as benchmark. This configuration leads to mul-

tivalued synchronization phenomena depending on the strength of coupling

expressed by the parameter k11. We show the univalued or bivalued syn-

chronization modes. For the bivalued synchronization mode, the symmetric

curves appearing at the boundaries of the basins of attraction (commonly at-
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tributed to multivalued synchronization, see [20]) hinge on the symmetry of

the slave system. The maximal conditional Lyapunov exponent does not de-

tect multivalued synchrony in a master-slave system. However, the distance

between the pieces of trajectories with different initial conditions is key to

determine the multivalued synchronization phenomenon. Future investiga-

tions might be opened towards the possible multivalued synchronization in

biological systems. Results in this direction would be reported elsewhere.
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[17] P. Meda, I. Atwater, A. Gonçalves, A. Bangham, L. Orci and E. Rojas,

The topography of electrical synchrony among β-cells in the mouse islet

of Langerhans, Quarterly journal of experimental physiology, 69, (1984)

719–735.
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