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We applied both the ordinary linear regression (OLR) and the new uncertainty weighted linear regression (UWLR) models for
the calibration and comparison of a XRF machine through 59 geochemical reference materials (GRMs) and a procedure blank
sample. The mean concentration and uncertainty data for the GRMs used for the calibrations (Supplementary Materials)
(available here) filewere achieved from an up-to-date compilation of chemical data and their processing from well-known
discordancy and significance tests. The drift-corrected XRF intensity and its uncertainty were determined from mostly
duplicate pressed powder pellets. The comparison of the OLR (linear correlation coefficient r~0.9523-0.9964 and 0.9771-
0.9999, respectively, for before and after matrix correction) and UWLR models (r~0.9772-0.9976 and 0.9970-0.9999, re-
spectively) clearly showed that the latter with generally higher values of r is preferable for routine calibrations of analytical
procedures. Both calibrations were successfully applied to rock matrices, and the results were generally consistent with those
obtained in other laboratories although the UWLR model showed mostly narrower confidence limits of the mean (slope and
intercept) or lower uncertainties than the OLR. Similar sensitivity (~2.69-46.17 kc-s'-%" for the OLR and ~2.78-59.69 kc-s'-%"
for the UWLR) also indicated that the UWLR could advantageously replace the OLR model. Another novel aspect is that the
total uncertainty can be reported for individual chemical data. If the analytical instruments were routinely calibrated from the
UWLR model, this action would make the science of geochemistry more quantitative than at present.
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1. Introduction

All modern analytical instruments require some kind of
calibration of the instrumental response (y-variable) as a
function of the concentration (x-variable) [1-3]. This
calibration is generally achieved through an ordinary least-
squares linear regression (OLR) model. However, such
a procedure is not strictly valid because all requirements
for the statistical validity of the OLR model are not ful-
filled. Usually, the assumptions “independent concentra-
tion variable x is error-free or less than one-tenth of the
error in the dependent response variable y” and “error in y
is homoscedastic” (i.e., equal errors for all y values) are not
satisfied and, therefore, more sophisticated and statistically
coherent regression procedures, such as weighted least-
squares linear regression (WLR) models, should be used
[4-18].

X-ray fluorescence (XRF) spectrometry is among the
most popular analytical techniques for the determination of
all major and some trace elements in rocks [4, 19-27].
Natural geochemical reference materials (GRMs) are com-
monly used for XRF calibrations and posterior character-
ization of those and other GRMs as well as of similar rock
and mineral matrices [4, 19, 28-30]. As for most other
analytical instruments, XRF spectrometers are also cali-
brated under the statistically incoherent OLR model.

To apply the WLR and compare it with the OLR, both
central tendency (e.g., mean) and dispersion (e.g., confidence
limits of the mean) estimates on both x-axis (concentration,
generally expressed in the unit of % m/m, i.e., mass/mass unit
expressed in percent) and y-axis (response, in this case
XRF intensity, generally reported in the unit of kc:s™',
i.e., kilo counts per second) variables are required. More
precise (and accurate) estimates of the central tendency
will also be useful for both types of regressions. Therefore,
precise concentrations of GRMs with the respective lowest
possible “confidence limits of the mean” (referred here-
after as the “uncertainty” of the measured variable)
[2, 17, 18] are required to apply the regression procedure.
Sometimes, we had to use also the term “error” (instead of
the uncertainty) because the use of the error is widespread
in the literature.

We report the following five aspects: (a) evaluation of 59
GRMs to achieve the least possible uncertainties in the mean
concentrations of all major elements (SiO, to P,0s); (b) the
comparison of regression models (OLR and WLR) applied to
net drift-corrected XRF intensities before the correction of
matrix effects; (c) the second (or final) comparison of both
models after achieving the matrix correction as well as for
the estimation of sensitivities of the regression models; (d)
application of the entire procedure to four GRM:s treated as
“unknown” samples and their comparison with the previous
literature compilations; and (e) development of a computer
program to achieve the abovementioned objectives. Thus,
the regression equations (intercept and its uncertainty, slope
and its uncertainty, and linear correlation coefficient values)
for each constituent from SiO, to P,Os and their application
to similarly complex rock matrices are presented in this
work.
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2. Evaluation of Major Element Data for GRMs

A total of 59 GRMs (listed in alphabetical order in Table S1;
this and four other tables are provided in Supplementary
Materials), along with a procedure blank, were used in this
study. The procedure blank was a pellet prepared in du-
plicate with only pure N,N’-Ethylene bis(stearamide) beads
without any sample (Section 3). The individual data reported
in earlier compilations [31-47] were first compiled in new
databases.

The statistical parameters obtained in these early com-
pilations could not be directly used for instrumental cali-
brations due to the following reasons: (i) the statistical
methods used to achieve the statistical estimates were
outdated (see [17, 18, 48, 49] for possible reasons), and the
inferred statistical values were of low quality (high values of
dispersion); (ii) there are still determinations reported
during about 30 or more years (postcompilation years) that
were not obviously available to those compilers; (iii) the
precision of more recent determinations is likely to have
improved due to the availability of online computers on
most modern instruments; (iv) newer more reliable statis-
tical techniques are now available for improving both
precision and accuracy of the statistical inferences, e.g., the
use of discordancy tests with the highest power and lowest
swamping and masking effects [18, 48, 50-52]; and (v)
importantly, new computer programs have been developed
by our group [52-54], available at http://tlaloc.ier.unam.mx
for download or online processing of data (after previous
registration onto our server), which can be advantageously
used for eflicient processing of experimental databases.

The same kinds of objections are applicable even today
for the originator’s websites, such as https://gbank.gsj.jp/
geostandards/welcome.html for Japanese GRMs or https://
crustal.usgs.gov/geochemical_reference_standards for United
States GRMs. The statistical information at these websites is
based on early compilations (around 30 or more years ago).
Furthermore, we were unable to use the recent work [55]
because this paper reported significantly larger uncertainty
values as compared to those achievable from our new val-
idated statistical procedure [51-54]; besides, updated sta-
tistical information on the mean and its uncertainty was not
available in [55] for many GRMs used in our work.

The initial databases were complemented by individual
data from a large number of posterior publications (~480;
Table S1), whose complete listing is available at our server
http://tlaloc.ier.unam.mx under the heading of “Quality
Control.” These major element data were classified according
to the analytical method groupings [56]. Data from each
method group were considered as a univariate statistical
sample. Appropriate discordancy and significance tests were
applied from thoroughly automatized software UDASys2
[52] and UDASys3 (unpublished), which, in their “recom-
mended procedure,” apply the most powerful five (two new
and three conventional) recursive tests with prior applica-
tion of respective single-outlier tests having nil swamping
and low masking effects [48, 57-60]. Although the appli-
cation of discordancy tests is identical for both UDASys2
and UDASys3, the difference lies in that the latter applies the
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significance (ANOVA, F and t) tests in order to provide the
final results automatically.

The resulting statistical information after the application
of well-known discordancy tests at the strict 99% confidence
level (mean and uncertainty values rounded according to the
flexible rules [18]) is listed in Table S2. These GRM com-
positional data showed by far the lowest 99% uncertainty
(Table S2), much lower than any existing compilation
[31-47, 55]. We may also stress once again that this was
achieved through an objective combination of discordancy
tests having the highest performance and lowest swamping
and masking effects [17, 18, 48, 53], ie., from the meth-
odology having the lowest type I and type II errors and the
highest power.

Therefore, the population mean of these GRMs is now
known within the narrowest possible 99% confidence limits
of the mean to best represent the concentration (x) axis in
the instrumental calibrations as suggested [2, 5, 7,
10, 17, 18, 53]. These data (in units of % m/m; Table S2) will
also be useful for those who wish to achieve instrumental
calibrations or simply use them for quality control of their
results for rock and mineral matrices.

3. XRF Instrumentation and
Intensity Measurements

A wavelength dispersive X-ray fluorescence (WDXRF)
spectrometer Rigaku ZSX Primus II model (rthodium X-ray
tube; 4kW maximum power) was used for this work. We
made the effort to best represent the response (y) axis (x-ray
intensity in the units of kilo counts per second, kc-s ") for the
calibrations. For each GRM, duplicate (41 samples) or even
triplicate (8 samples) pressed powder pellets were prepared.
First, an appropriate amount of each GRM was dried
overnight in an oven at about 105°C. For each pellet, ac-
curately weighed 3.5g of moisture-free GRM was thor-
oughly mixed with accurately weighed 3.0g pure N,N’-
ethylene bis(stearamide) beads, <840 ym as wax (Sigma-
Aldrich), and stored in a desiccator. Pressed powder pel-
lets were prepared at 20tons-inch™ pressure (about
310 MPa). However, for 10 GRMs, sufficient material was
not available; therefore, only a single pellet could be pre-
pared but the measured intensity uncertainty (o) at the
99% confidence level was increased by a factor of 2 to take
into account the sample preparation variance. Similarly,
accurately weighed 6.5g of pure N,N’-ethylene bis(stear-
amide) beads, <840 ym as wax, was pressed to prepare a
procedure blank sample. This was done in duplicate.

For the intensity measurements, the optimum in-
strumental conditions were first established through pre-
liminary experiments prior to the routine measurements
(Table S2). Each pellet was run at least 8 to 10 times in a
random sequence, along with two drift monitors prepared
from two volcanic rocks (basalt and rhyolite) from the San
Luis Potosi Volcanic Field, San Luis Potosi (central Mexico).

The peak and background measuring conditions and
time periods are also listed in Table S3. Appropriate mean
drift corrections from two monitors were applied to all
intensity measurements. Both monitors were run randomly

8 to 10 times each day. First, the expected monitor intensity
was established as an average value of the first two days when
the intensities were fairly stable and reproducible. Then, the
average drift correction factors were calculated for each
chemical element from the two monitors run in the XRF
instrument periodically before and after a set of GRMs used
for the calibration. These correction factors were then ap-
plied to the bracketed GRMs for the entire period of cali-
bration, including the first two days and analysis of
“unknown” samples.

Now, although the X-ray counts may obey a Poisson
distribution, we are dealing with average values of count
rates, which are likely to follow a normal distribution be-
cause of the central limit theorem. A normal distribution of
measured intensities was also assured for each pellet from
the application of discordancy tests as explained above for
GRM concentrations. The intensity results for all pellets
from a given GRM were then combined, the tests applied
again to the combined data, and new mean and 99% un-
certainty values were calculated for X-ray intensity of each
GRM. This was done to take into account the variance of the
sample preparation method, which was significantly higher
than the instrumental variance of intensity measurements
for individual pellets. The drift-corrected intensity values
and their 99% uncertainties (kc-s™) for all GRMs, along with
the concentration data and their 99% uncertainties (% m/m),
are listed in Table S2.

4. Regression Models

Two different regression models (OLR and UWLR) were used
and compared in this work. The OLR model most frequently
used for instrumental calibrations (x-axis concentration and
y-axis response; GRM concentration and X-ray intensity,
respectively, in XRF spectrometry) requires the following
assumptions to be fulfilled [4, 7, 10, 12-18]: (i) all errors are in
the y-axis; (ii) x-axis is either error-free or has at most 10%
error of the y-axis errors; (iii) errors in both axes are normally
distributed; and (iv) errors in the y-axis are homoscedastic.
Some or all of these assumptions are violated in most in-
strumental calibrations through the OLR model.

Thus, from the literature on the GRMs, it has been
demonstrated that the concentration axis is not error-free
(see non-zero uncertainties for all GRM concentrations in
Table S2) [31-47, 51-53]. One can also clearly see that the
errors in the intensity axis are not homoscedastic (see un-
equal, i.e., heteroscedastic uncertainties for any element in
different GRMs in Table S2). For a heteroscedastic linear
regression system, even if each error or noise term is still
Gaussian, the OLR model is no longer the maximum
likelihood estimate and consequently, it is no longer efficient
[10]. The main advantage that the WLR has over the OLR is
the ability to handle regression situations in which the data
points are of varying quality as is the case with most in-
struments including the XRF spectrometers.

However, the major disadvantage of the WLR is that the
approach is based on the assumption that the weights are
known exactly. They can be estimated using several different
equations or algorithms, but when the weights are produced



from small numbers of replicated observations, the re-
gression parameters can be unpredictably affected [10]. In
the example of the XRF calibration that we are presenting,
the numbers of observations were relatively large for both
the x and y axes (concentration and X-ray intensity pa-
rameters). Besides, instead of the sample variance, we used
the uncertainty values (that take into account the number of
observations in the formula for uncertainty or confidence
limits of the mean calculations) [2, 18] for estimating the
weight factors. The problem of the sensitivity to outliers in
the regression equations [10] was also appropriately handled
by discordancy tests programmed in the UDASys and
BiDASys software [53, 54, 61].

Therefore, although frequently used, the OLR model is
not statistically correct or coherent. The statistically coherent
WLR, especially the uncertainty-based WLR (UWLR [17])
model, should be used. The confidence level, such as 95% or
99% (significance level of 5% or 1%, respectively, or & of 0.05
and 0.01, respectively), can be explicitly expressed in the
confidence limits of the mean or uncertainty used in the
UWLR model as well as to estimate the weight factors [17].
We will deal with the 99% uncertainty to have the type I
error small (about 1%). Unfortunately, software of most
analytical instruments, including XRF spectrometers, allows
only the OLR calibration. Therefore, any sophisticated re-
gression model, such as the UWLR, will have to be applied
outside the instrumental software. Thus, the probability
concept (99% confidence level) can be explicitly used in the
UWLR model for weight factors based on the inverse of the
squared 99% uncertainty of the mean.

We now present a synthesis of the regression equations
for instrumental calibrations [2, 10, 17, 18, 61].

4.1. Ordinary Least-Squares Linear Regression (OLR) Model.
Let us assume that we have a series of n reference materials
or standard calibrators having individual mean concentra-
tions x; with respective uncertainties 1, where i varies from
1 to n. In order to calibrate an instrument, each of these n
calibrators were run several times, obtaining individual
mean responses y; with respective uncertainties u,, where i
varies from 1 to n. Thus, we have n bivariate concentration-
response data pairs or calibrators (x;, y;) with the respective
uncertainties (ux, u )

We can apply the OLR model to these data for obtaining
a calibration equation. The OLR fits a least-squares linear
equation to the n pairs (x;, y;) but does not take into ac-
count the respective uncertainties (u,, u,).

The general regression equation for the OLR is as follows
(the subscript O is for the OLR model):

yo(£uuy,) = bo(tum,) +[mo(£un,) x 2], (1)

where m is the slope, u,, is the resulting uncertainty in the
slope, b is the intercept, 1, is the resulting uncertainty in the
intercept, x is the independent variable, y, is the dependent
variable from the OLR model, and u, is the resulting
uncertainty in y. The following equations allow the calcu-
lations of these parameters:
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e = Zall=3) x 0= 7)
SRS VR v

where X and y are, respectively, the mean values of the x and
y variables:

n _ 5 2
u, = Zizl (yz yl) > > t((ZrI;_z), (3)
° (n-2)% (xi—%)

where J; is the value of y for x; in equation (1) and ¢ is the
Student’s t test value for (n—2) degrees of freedom, and the
superscript CL is the confidence level, generally 95% or 99%:

bo =y = (mo xX),

Z?l(yi_yi)ZXZ?lxz e @
n(n-2)3, (x,- %) i

ubo =

It is a general practice in most instrumental calibrations
to ignore all uncertainties in equation (1) and use an OLR
equation without any error (or uncertainty) as follows:

Yo = bo +[mg x x]. (5)

The resulting standard deviation values of repeat mea-
surements of unknown samples are reported as the final
errors. However, these are only partial errors because the
errors in the calibration equation (1) are not taken into
account. In this work, we will use equation (1) to report total
errors (in fact, 99% uncertainties) for the OLR model.

4.2. Uncertainty Weighted Least-Squares Linear Regression
(UWLR) Model. For the UWLR model, the #n pairs (x;, ;)
of calibrators as well as the respective uncertainties (u,, u, )
are taken into account in order to achieve the best least-
squares linear fit.

The uncertainties u, in the x-axis are first propagated to
the y-axis, combined w1th the u,,, and the total uncertainty
u; values on the y-axis are used for the weighting factors
[2, 10, 17, 18, 61]:

u; = \/(mo X ux[)z +(uy[)2. (6)

The weights are calculated from u; as follows:

-2
w, = 1) )
i (u)”

where w; values have the following property:

w; = n. (8)

-

I
—

Thus, the UWLR fits a linear equation to the n pairs
(x;, y;) with the respective weighting factors w; as follows
(the subscript UW is for the UWLR model):

yUW( iMJ’UW) = bUW( iMl’UW) + [mUW(iumuw') X x]' (9)
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Note that this regression line will pass closer to the data
with lesser uncertainty u;. The intercept and slope variables
and their uncertainties are calculated from the following
equations:

Yo (W xx; x y)} = {n X Xpw X Yuw

mUwz{ i 1( i i 1)} { }, (10)

(X (W x %)} - {” X (EUW)Z}

where X,y and yyy are, respectively, the weighted mean
values of the x and y variables:

n ~ 2
= Yol ()’i - )’iUW) o1 x t((:anz)) (11)
o (n=2)Y, (x; = Xyw)

where 7,4y is the value of yyy, for x; in equation (9):

buw = Yuw — (Myw X Xyw)s

n ~ 2 n 12
uy = Yim (Vi = Piow)” % Zi:lxiz %t (12)
o n(n-2)y", (%~ YUW)Z oy

The best regression equation for a calibration curve
should have the following characteristics (without dis-
tinguishing the subscripts O and UW): (i) intercept b small
approaching to zero; (ii) slope m large; and (iii) both u;, and
u,, small. Further, the quality of the regression, whether a
calibration curve or any other bivariate relationship, is also
expressed as the linear regression coefficient (r; ro and ryy,
respectively, for the OLR and UWLR), which is ideally
+1.00000 for a calibration curve [5, 18, 61].

5. Application of Regression Models for
XRF Calibration

5.1. Original Drift-Corrected Net Intensities and GRM Con-
centrations: The First Set of Two Regression Equations for Each
Element. The evaluations for both regression types on the
drift-corrected net intensity-concentration (Int-Conc) re-
lationships (Table S2) for all major elements from SiO, to
P,0s5 were performed (Table S4), for which the new online
software  BiDASys was used  [61] at  http:
//tlaloc.ier.unam.mx. BiDASys allows the application of
the conventional OLR as well as the newly proposed UWLR
model [17] and provides the output of all regression pa-
rameters in an Excel® file. Contrary to the common practice,
we will refrain from showing the numerous x- y (variable x is
drift-corrected net intensity “Int” and variable y is the GRM
concentration “Conc”) plots. This is because Table S4 sta-
tistically quantifies the visual interpretation of such dia-
grams. The quality parameters (standard errors se;, and se,,,,
uncertainty u;, and u,,, and linear correlation coefficient r
and its squared value R?> parameters) are reported in
Table S4. Because we are using these several different quality
parameters, the concern against the use of solely R? pa-
rameter [62] is not important for comparison purposes.
We will explain the implications of the statistical results
for the first element SiO,; the statistics for other elements

(Table S4) can be similarly understood. The OLR regression
equation from the first row of statistical information in
Table S4 is as follows (after the element SiO,, subscript O is
for the OLR and p is for provisional concentration; note
many decimal places are used for the regression variables in
such equations, because these values are not final results, and
we should not introduce rounding errors during the cal-
culation stage):

CSiOzOp( + uCSiOzOp) = 1147071 ( +4.9041 1)

+ [0.14325(10.01605) (13)

clyo(,)]

Similarly, the UWLR equation from the second row of
statistical information in Table S4 is as follows:

cSiowwp( iucmwwp> = -0.01316(+2.83181)

+ [0.18539(10.00927) (14)

X 15102( iuImZ)]'

The implications of these regression equations can be
understood from the comparison of the uncertainties of the
intercept and slope, which are lower for the UWLR (equation
(14)) than for the OLR (equation (13)). This means that the
uncertainty of the calculated concentration will be lower for
the UWLR than for the OLR. Correspondingly, the r value for
the UWLR (0.99004, n = 60; R* = 0.98017) is much higher
than that for the OLR (0.95229, n = 60; R?> = 0.90687;
Table S4). Similar trend in the r (and R?) values was obtained
for all other elements except MnO (Table S4).

5.2. Matrix-Effect-Corrected Intensities and GRM Concen-
trations: The Second Set of Two Regression Equations for Each
Element. Matrix correction is certainly required because the
abovementioned least-squares linear regression fits are far
from “perfect” (r # +1.00000; in fact, r < 15 n=60; r =
0.95229-0.99638 for the OLR and r = 0.97715-0.99760 for
the UWLR; Table S4). There is a vast literature on the subject
of matrix effects in XRF and their correction procedures
[63-75]. In this study, the Lachance-Traill algorithm [73]
was used for the matrix effect correction [63, 71]. This was
done outside the XRF instrument software. In a review of the
existing algorithms, Rousseau [63] showed that the
Lachance-Traill algorithm could be considered as one of the
most appropriate procedures for the matrix effect correction
because other algorithms have limited application range or
lack of accuracy. Thus, for each element from SiO, to P,0s, a
system of overdetermined equations was solved and the
resulting alpha coeflicients were used to correct all in-
tensities for matrix effects.

From the alpha coeflicients, matrix-corrected intensities
and improved concentration values for the GRMs and their
uncertainties were calculated iteratively under the condition
that the convergence parameter (absolute relative difference
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of the GRM calculated and input concentrations) for each
compositional constituent (SiO, to P,Os) be minimized.

New regression equations for achieving the corrected
concentrations were established from the relationship of
the calculated GRM concentrations (ConcCalc) and the
original GRM concentrations (Conc) given in Table S2,
for which the online BiDASys software [61] was used at
http://tlaloc.ier.unam.mx. These equations can be formu-
lated from the regression coeflicient values given in
Table S4 (see ConcCalc-Conc rows corresponding to the
OLR and UWLR). Again, we will highlight their signifi-
cance for SiO, only.

The OLR regression equation from the third row of
statistical information in Table S4 is as follows:

CSiOZO( + ”cmm> = 1.87016 ( +£4.2048)

+ [0.96759(10.07369) (15)

: +
x C51020c< - uCSi020L.> ] >

where the subscripts O and ¢ stand for the OLR model and
calculated concentration (ConcCalc), respectively.

Similarly, the UWLR equation from the fourth row of
statistical information in Table S4 is as follows:

CSiOZUW< t ucsmww) = —0.02185(+1.47356)

+ [1.00325(i0.02701) (16)

. +
x CSIOZUWC( - MCS;OZUWC ) ] >

where the subscripts UW and c stand for the UWLR model
and calculated concentration (ConcCalc), respectively.

Equations (15) and (16) show that the concentration
values from the UWLR would be more reliable (lesser un-
certainty values in both intercept and slope) than the OLR
model. The r value is higher for the UWLR (0.99704, n = 60;
R? = 0.99408; Table S4) than the OLR (0.97710, n = 60;
R* = 0.95472).

After the matrix correction, in fact most regression
equations are better because all r and R* values are higher for
both OLR and UWLR than without the correction (Table S4;
Figure 1 for r only). For the OLR, the matrix correction
increased the r values (n=60) from 0.95229-0.99638
(R? = 0.90687 — 0.99277) to 0.97710-0.99992 (R* = 0.95472
—0.99994). Similarly, for the UWLR, this increase was from
0.97715-0.99760 (R? = 0.95472—-0.99521) to 0.99704-
0.99993 (R? = 0.99408 —0.99986). Thus, after matrix cor-
rection, all  values increased for both OLR and UWLR. For
the UWLR, the r values approached the ideal value of
+1.00000 (Figure 1). One has to keep in mind that when the r
values are closer to the maximum possible value of 1 (the
“ideal” fit), the improvement expressed by the actual (ab-
solute) value of » will apparently be small. However, as long
as the r value increases for the UWLR as compared to the
OLR (Figure 1; Table S4), we can objectively infer that the
UWLR is a better regression model than the OLR.

Journal of Spectroscopy

1.00 |

o
o
©

o
o
®

<
o
|

Linear correction coefficient (r)

Before After
0.96 matrix |- | matrix ]
correction|’ correction

0.95 L3 ; : '

TOLR1 TUWLR2 TOLR3 TUWLR4
Regression model

o SIOZ .- MnO — &= NaZO
-o0- TiO, = MgO + K0
> ALO, +- CaO -¥- Py0;5
~— Fe,0}

FIGURE 1: Linear correlation coefficient (r) values for the ordinary
least-squares linear regression (OLR) and uncertainty-based
weighted least-squares linear regression (UWLR) models for the
XRF calibration of major elements (SiO, to P,Os) in rocks and
minerals. OLR1: OLR model 1 for Int-Conc before matrix cor-
rection; UWLR2: UWLR model 2 for Int-Conc before matrix
correction; OLR: OLR model 3 for ConcCalc-Conc after matrix
correction; and UWLR4: UWLR model 4 for ConcCalc-Conc after
matrix correction. Symbols are shown as inset. The horizontal line
at the r value of 1 represents the “ideal” or “perfect” linear fit.

Before the matrix correction, the intercepts of the Int-
Conc regression lines were closer to zero for the UWLR
(range ~—0.013 to +0.011) than for the OLR (range ~—2.098
to +11.47) model (Table S4; Figure 2). The same is true for
the intercept values (ConcCalc-Conc relationship) after the
matrix correction (~—0.025 to +0.021 for the UWLR and
~—0.110 to +1.87 for the OLR).

Finally, the uncertainties on both intercept and slope
parameters were mostly lower for the UWLR than the OLR
(Table S4). We highlight these differences (lower un-
certainties for the UWLR) from dimensionless (free of the
measurement units) parameters u;, and Jdu,, defined as
follows:

U, —u
Suy, = —Po_buw 100,
bUW
(17)
u —u
Su,, = —0 W 100.
Myw

Plots of these two parameters are presented in Figure 3. If
uy, >ty the duy, will be positive, otherwise it will be
negative. The same is true for du,,. For the comparison of
two models OLR and UWLR before the matrix correction,
the uncertainty for the UWLR were lower than the OLR for 7
elements (positive duy, and du,,), whereas for after the matrix
correction, it was so for 8 elements (out of 10; Figure 3). The
exceptions were for 3 elements Mno, CaO, and P,0s
(negative du;, and du,,) for the uncertainties before matrix
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FIGURE 2: Intercept (b) values for the ordinary least-squares linear
regression (OLR) and uncertainty-based weighted least-squares
linear regression (UWLR) models for the XRF calibration of major
elements (SiO; to P,Os) in rocks and minerals. Symbols are shown
as inset. For abbreviations, see Figure 1. Note some intercept values
plotted outside the graph; this is indicated by arrows next to the
data point. The horizontal line at the intercept value of zero
represents the “ideal” intercept.
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FIGURE 3: New parameters du;, (for the intercept) and du,, (for the
slope) for the evaluation of intercept (b) and slope (m) of two
regression models (OLR: ordinary least-squares linear regression
and UWLR: uncertainty-based weighted least-squares linear re-
gression) before (OUW12) and after (OUW34) the matrix cor-
rection. The horizontal solid line at the y value of zero represents
the line with no difference in the uncertainties of the two models.
The arrows indicate that these data plotted above the scale are used
for the diagram.

correction and for 2 elements MnO and MgO for those after
the matrix correction (Figure 3). Even for the exceptions of
the elements MnO and MgO, the UWLR values should be
usable (Table S4), i.e., it is not actually necessary to resort to
the OLR model for these two exceptions (2 out of 10 cases).
Thus, we can use the UWLR model for all purposes.

6. Sensitivities of Major Elements

We calculated the sensitivities as the slope of the Conc-
IntCorr (GRM concentrations of Table S2 and matrix-
corrected intensities of Table S5; see Supplementary Mate-
rials at http://tlaloc.ier.unam.mx) from the regression curve
(line) for all 10 elements and for both models (Table 1).
Because the r values are significantly high (all >0.961, n = 60;
Table 1) and the residuals are randomly distributed (graphs
not shown), the straight line is the most likely, statistically
valid fit for the concentration-matrix-corrected intensity
data [5, 17, 18]. Therefore, the slope of the regression line
represents an average sensitivity value for a given element
under the chosen working conditions (Table S3).

The intercept values were closer to zero (zero being the
theoretically ideal intercept) for the UWLR regression
(~-0.113 to +0.104; Table 1) as compared to the OLR
(~—47.8 to +12.3; Table 1). The sensitivity values represented
by the slopes of the regression lines (Table 1) were generally
similar for both models (~2.69-46.17 ke-s™'-% ™" for the OLR
and ~2.78-59.69kc-s %" for the UWLR). The sensitivity
actually depends on the measuring conditions (Table S3),
which were the same for both models.

For the matrix-corrected intensity-concentration
(IntCorr-Conc) regressions, the parameters are listed in
Table 2. All intercepts for the UWLR model, without ex-
ception, were closer to zero as compared to the OLR model.
This confirms the superiority of the UWLR model.

7. Application to Rock Matrices

The calibrations achieved in this work (Table S4) were ap-
plied to the analysis of four GRMs (attapulgite or Fuller’s
earth clay ATTI; bentonite clay CSBI1; granite GH; and
tonalite TLM1) taken as “unknown” samples. These GRMs,
having similarly complex matrices as the calibration sam-
ples, were not included in the calibrations because their
mean values were available only from early description or
compilations (for ATT1 and CSB1 [76]; for GH [77]; and for
TLMI [78]). We were unsuccessful in complementing these
“old” concentration values with newer ones for these GRMs.
Therefore, these GRMs were used as unknown samples. They
were analysed in exactly the same manner as the calibration
samples.

All calculations for the unknown samples were done
outside the instrumental software. The drift-corrected net
intensities and the corresponding uncertainties were pro-
cessed from the first set of two regression equations
(Int-Conc OLR and UWLR models; Table S4) to obtain
provisional concentration and uncertainty values. The
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TaBLE 1: Instrumental sensitivities (x-y: concentration-matrix-corrected intensity (Conc-IntCorr) regression model; mean and 99%

uncertainty) for major elements.

Quality of
Regression Number of dat . Regression equation parameters regression
Element um erlo ata palrs equation
Variabl (calibrators) Int . 5l
ariaples nercep ope 2
-y Model sep uy, (m) se,, U, r R
Igt"cngrr OLR 60 —47.8441 13.1332 349772 63592 0.2401 0.6395 0.96105 0.92362
Si0,
Igtoggrr UWLR 60 01035 53870 143471 5.3476 0.0985 0.2623 0.99157 0.98321
Cone- 1 60 ~0.2298 03000 0.7991 13.2255 0.2889 0.7694 0.98644 0.97307
TiO IntCorr
2
Igt"cngrr UWLR 60 ~0.0188 02637 0.7024 123181 0.2539 0.6763 0.99113 0.98235
Cone- 1/ p 60 81398 41673 11.0987 61191 0.2269 0.6043 0.96237 0.92615
ALO IntCorr
23
IgtoCrllgrr UWLR 60 0.0594  3.0552 8.1369 7.0715 0.1663 0.4430 0.98557 0.97135
Ig:)g(frr OLR 60 122628 24739 6.5886 4.3943 0.1337 0.3561 0.97419 0.94904
Fezo3t
Igtocn(frr UWILR 60 0.0715 27723 7.3835 54403 0.1498 0.3991 0.98112 0.96259
Conc- 60 20367 02963 0.7891 461686 0.6958 1.8531 0.99348 0.98700
MnO IntCorr
Igto(rll(:rr UWLR 60 00147  0.7535 2.0069 59.6875 1.7695 4.7127 0.99160 0.98328
Conc- 1 60 11050  1.0231 27246 3.6928 0.0901 0.2400 0.98317 0.96662
MgO IntCorr
Igtocn;rr UWLR 60 0.0108 09641 25676 3.9863 0.0849 0.2262 0.98745 0.97505
Cone- 1 60 ~14.3055 3.5661 9.4974 15.4215 0.3371 0.8977 0.98643 0.97304
Ca0 IntCorr
IgtOCrllgrr UWLR 60 ~0.0121 56252 14.9814 11.5666 0.5317 1.4160 0.98657 0.97332
Cone- 1 60 00166 01553 04137 2.6888 0.0571 0.1521 0.98716 0.97449
Na.O IntCorr
2
Cone- ywiR 60 —0.0111 0.1154 03073 2.7843 0.0424 0.1130 0.99344 0.98692
IntCorr
Conc- /¢ 60 12200 05896 1.5702 13.8296 0.1431 0.3811 0.99691 0.99383
.0 IntCorr
2
Igto(?;rr UWLR 60 —0.1130  0.5491 1.4623 14.4829 0.1333 0.3549 0.99793 0.99587
Igto(lll(:rr OLR 60 ~1.7376  0.5433 1.4469 39.1055 1.2932 3.4442 0.96972 0.94035
P205
Igto(rflgrr UWLR 60 00626 07039 1.8747 29.4822 16756 4.4624 0.96926 0.93946

b, intercept; se, standard error; u, uncertainty at 99%; m, slope; r, linear correlation coefficient; R?, squared linear correlation coefficient.

provisional concentrations were then used to obtain matrix
corrections for each sample. The method was iteratively
applied with the newer concentrations to obtain the final
calculated concentration values (Table 3). These calculated
concentration values were used to compute the final mean
concentrations (x) and 99% uncertainties of the mean (u49)
for each sample from the second sets of regression equa-
tions (ConcCalc-Conc, OLR and UWLR models; Table S4).
The loss on ignition (LOI) was required to optimise the
final results.

The results are listed in Table 3 and compared with the
literature compilations [75-77]. On the other hand, because
99% uncertainties were not reported in the original com-
pilations, they were computed for the comparison from the
standard deviation, number of determinations, and ap-
propriate two-sided  values at 99% confidence level [2, 18].

Firstly, although the mean concentration values de-
termined by the OLR and UWLR models showed a general
agreement, the 99% uncertainty values (u4y; Table 3) were
generally lower for the UWLR models, which clearly
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TABLE 2: Regression (x-y): matrix-corrected intensity-concentration (IntCorr-Conc) parameters.

Quality of
Regression ) Regression equation parameters regression
Number of data pairs :
Element . equation
Variabl (calibrators) Int . 5l
ariables ntercep ope 2
x-y Model o) sey, u, (m) s€,, U, r R
Inégﬁzr' OLR 60 10.8541  1.6762 4.4641 0.1452 0.0055 0.0146 0.96105 0.92362
$i0; IntCorr-
COEC UWLR 60 ~0.0148 09765 2.6006 0.1848 0.0032 0.0085 0.99157 0.98321
Inégﬁzr' OLR 60 0.0344  0.0220 0.0587 0.0736 0.0016 0.0043 0.98644 0.97307
TiO, IntCorr
COEC' UWLR 60 0.0020  0.0204 0.0542 0.0801 0.0015 0.0040 0.99114 0.98235
IntCorr- ) p 60 ~0.1675 0.6763 1.8011 0.1514 0.0056 0.0150 0.96237 0.92615
Conc
A0, IntCorr-
oo UWLR 60 ~0.0070 0.4419 1.1769 0.1397 0.0037 0.0098 0.98557 0.97135
I“égﬁzr' OLR 60 ~2.0576 0.5960 1.5873 0.2160 0.0066 0.0175 0.97419 0.94904
Fe203t IntCorr-
oo UWLR 60 ~0.0092 0.5458 1.4536 0.1772 0.0060 0.0160 0.98112 0.96259
I“égl‘f" OLR 60 ~0.0412  0.0067 0.0178 0.0214 0.0003 0.0009 0.99348 0.98700
MnO IntCorr-
Cone UWLR 60 0.0001  0.0134 0.0356 0.0165 0.0007 0.0017 0.99160 0.98328
I“éggzr' OLR 60 ~0.0977 02748 0.7319 0.2618 0.0064 0.0170 0.98317 0.96662
MgO IntCorr-
ool UWLR 60 ~0.0014 02692 0.7168 0.2376 0.0063 0.0167 0.98745 0.97505
Inégg?‘ OLR 60 1.0561 02173 0.5789 0.0631 0.0014 0.0037 0.98643 0.97304
CaO
Inéggff‘ UWLR 60 0.0064 0.4616 1.2293 0.0853 0.0029 0.0078 0.98657 0.97331
Inégﬁzr' OLR 60 0.0447  0.0567 01511 03624 0.0077 0.0205 0.98716 0.97449
Na,0 IntCorr-
ool UWLR 60 0.0054 0.0421 01122 0.3558 0.0057 0.0152 0.99345 0.98693
Inégflzr’ OLR 60 ~0.0720 0.0430 0.1146 0.0719 0.0007 0.0020 0.99691 0.99383
K0 IntCorr-
ool UWLR 60 0.0082  0.0391 0.1042 0.0687 0.0007 0.0018 0.99793 0.99587
Inégﬁzr' OLR 60 0.0537  0.0128 0.0341 0.0241 0.0008 0.0021 0.96972 0.94035
P20s IntCorr-
o UWLR 60 0.0010  0.0202 0.0538 0.0320 0.0013 0.0033 0.96929 0.93952

b, intercept; se, standard error; u, uncertainty at 99%; m, slope; , linear correlation coefficient; R?, squared linear correlation coefficient.

indicates that this model should be used routinely, instead of
the conventional OLR model. Secondly, there is also a
general agreement among all mean values, especially for
granite GH and tonalite TLM1. The two clay samples (ATTI
and CSB1) showed some differences with the preliminary
values obtained by the originators of these GRMs [75]. These
values for comparison were obtained in only one laboratory.
The errors (uncertainties) reported in the literature were
underestimated, because they did not include those resulting
from the calibrations. Furthermore, the accuracy data of the
originator’s laboratory were not reported [75], such as the

results for established GRMs and their comparison to other
laboratories.

8. Computer Program XRFCalcUnknown

An online computer program JSpectrom_XRFCalcUnknown
will be available at our server https://tlaloc.ier.unam.mx for
use for unknown samples, which will guide other users to
achieve the UWLR calibration outside of the instrumental
software and its routine application to unknown samples. This
program incorporates the iteration process to achieve reliable
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concentrations as demonstrated in this work. Example input
data files and a ReadMe document are provided to facilitate
the application of JSpectrom_XRFCalcUnknown. One im-
portant aspect of the program is that for a sample to be
identified as an “unknown” sample, the value of LOI (loss on
ignition in percent) should be input in the first sheet of the
measured intensity file.

A novel aspect of the present work is that total 99%
uncertainty can be calculated for individual datum in a given
sample (treated as unknown; Table 3). This innovation if put
into practice can entirely change the geochemical literature,
and in fact make geochemistry a more quantitative science.
Further, if an appropriate GRM is analysed as unknown and
the analytical data (both mean and total uncertainly) are
reported along with the field samples, the data accuracy can
be statistically judged from such reports.

9. Conclusions

The XRF spectrometer calibrated under both the OLR and
UWLR models clearly showed that the UWLR provides
more reliable results (lower uncertainty estimates) than the
OLR model commonly practiced for most XRF in-
struments. The sensitivity and LOD values presented for
both models also supported the use of the UWLR model.
The UWLR model should therefore be used routinely in
such calibrations. The use of a large number of well-
characterized GRMs is also recommended for this pur-
pose as illustrated in the present work. The application of
our procedure was well documented for the analysis of
similarly complex rock matrices. The reporting of total
uncertainty values for individual datum is highly recom-
mended for all future geochemical research. This work for
the XRF shows that such a practice is easy to achieve in any
other analytical calibration procedures. As the major
conclusion, we can confirm that the statistically coherent
WLR model was shown to perform better than the fre-
quently used conventional statistically incoherent OLR
model.

Data Availability

The list of all compiled references (Table S1) will be available at
http://tlaloc.jer.unam.mx. These references are not included
with the manuscript because they are too many (~480).
Similarly, as stated, the online program JSpec-
trom_XRFCalcUnknown will also be added onto this web portal
http://tlaloc.ier.unam.mx. This program needs to be available
online for future use; it cannot be submitted to the journal.
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