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We studied the soft landing of Ni atoms on a previously damaged graphene sheet by means of molecular dynamics simulations.
We found a monotonic decrease of the cluster frequency as a function of its size, but few big clusters comprise an appreciable
fraction of the total number of Ni atoms. The aggregation of Ni atoms is also modeled by means of a simple phenomenological
model. The results are in clear contrast with the case of hard or energetic landing of metal atoms, where there is a tendency
to form mono-disperse metal clusters. This behavior is attributed to the high diffusion of unattached Ni atoms, together with
vacancies acting as capture centers. The findings of this work show that a simple study of the energetics of the system is not
enough in the soft landing regime, where it is unavoidable to also consider the growth process of metal clusters.

1 Introduction

Besides the inherent mechanical and electronic properties of
graphene1,2, some of its most promising aspects includes the
presence of defects such as vacancies or adatoms. This fea-
ture opens a door to a huge range of possibilities to tailor the
already remarkable graphene properties3,4. Particularly, the
deposition of metallic atoms has been proposed as a way to
increase the catalytic properties5–7 of graphene and has also
been suggested as a promising candidate for energy storage8

and signal transduction9. However, metal clusters interact
weakly with graphene10 leading to the agglomeration and for-
mation of large structures, product of the high diffusivity of
metal atoms on graphene11, decreasing the catalytic activity
by cluster agglomeration.

Among the strategies to anchor metal clusters to a graphene
sheet, the creation of Moire’s patterns12,13 between the sub-
strate and the graphene layer produces mono-disperse and
equally spaced clusters. Similarly, it has been observed that
defects on the substrate supporting graphene can pin metal
adatoms on a graphene layer, leading to the growth of inde-

aCentro de Nanotecnologı́a Aplicada, Facultad de Ciencias, Universidad
Mayor, Santiago, Chile
bDepartamento de Fı́sica, Facultad de Ciencias, Universidad de Chile, Santi-
ago, Chile
c Centro para el Desarrollo de la Nanociencia y la Nanotecnologı́a (CE-
DENNA), Santiago, Chile
dCONICET and Facultad de Ciencias Exactas y Naturales, Universidad Na-
cional de Cuyo, Mendoza, Argentina
eAdvanced Materials Department, IPICYT, San Luis Potosı́, San Luis Potosı́,
Mexico
∗E-mail: fvmunoz@gmail.com

pendent metal nanoislands.14. However, there is another, less 
studied, option to pin metal adatoms over a graphene sheet: 
using graphene vacancies.15

Indeed, single vacancies can drastically affect the aggrega-
tion and nucleation processes and the growth of metal clusters 
on a graphene sheet16. Due to the defect’s dangling bonds 
the cluster is strongly pinned to this position, preventing its 
diffusion, for an inmense temperature range17,18.

One possibility to achieve the desired single vacancies on 
the graphene sheet is by bombarding it with energetic metal 
clusters (energetic landing). In this case the metal clus-
ters damage the graphene sheet upon impacting, removing C 
atoms. Thus, the metallic clusters are attached to the produced 
defects19–22. If the freestanding clusters are mono-disperse in 
size, they are likely to remain mono-disperse on graphene.

Another possibility is to use a previously damaged graphene 
sheet23, together with a soft landing of the metal atoms. In 
fact, graphene with a given number of vacancies could be eas-
ily achieved24 with ion beams25 or microwave irradiation26. 
This procedure has been used to tailor its mechanical27 and 
electrical properties28. Soft landing of metal atoms can be 
achieved by metal evaporation techniques29, resulting in the 
desired coverage of adatoms on graphene. This last and least 
studied case is the subject of this article. By means of molec-
ular dynamics simulations and simple cluster growing phe-
nomenological models, we study the behavior found in the 
soft landing of Ni atoms on already damaged graphene. We 
found marked differences with the energetic bombarding case. 
While the simulations only use Ni -because its interaction with 
graphene has been extensively studied12,30-, our main conclu-
sions are expected to remain valid for any 3d transition metal
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adatom.

2 Methods

2.1 Molecular Dynamics Simulations
To model the diffusion of Ni and the posterior growth of Ni 
clusters on graphene, we employed molecular dynamics (MD) 
simulations by means of the Large-scale Atomic/Molecular 
Massively Parallel Simulator (LAMMPS) code31. The in-
teraction between C-C, Ni-Ni, and Ni-C atoms was mod-
eled by using a reactive force field potential called ReaxFF32. 
An extensive description of this potential can be found else-
where32,33. In this work we use the parameters for Ni/C 
interactions from Yoon et al. work34, trained against DFT 
simulations of spin-polarized phases of Nickel35,36. ReaxFF 
has successfully reproduced the interaction between a defec-
tive graphene sheet and Ni atoms among other Ni-C inter-
faces37–40. ReaxFF predicts the hole (six-fold coordinated) 
absorption site to be the most stable for a Ni atom over pure 
graphene, with an energy barrier of 0.08 eV. DFT predicts the 
hole site to be the most stable, but there is no agreement on 
the diffusion barrier with values ranging from 0.05 to 0.40 
eV.41–43 For defected graphene, the binding energy of Ni to 
single vacancy obtained by ReaxFF is 3.6 eV, while DFT cal-
culations estimate it to be 6.9 eV44. Although this energy dif-
ference is large, it should not affect the dynamics of the sys-
tem. As an additional test, we calculated the binding distance 
between a Ni10 cluster and a graphene sheet, obtaining 0.214 
nm with PBE+DF3, which includes Van der Waals (VdW) cor-
rections45–49, which is equal to the experimental distance for 
graphene grown on Ni(111)50. As a comparison, PBE+DF251 

underestimates this distance by 6%. ReaxFF overestimate this 
distance by 4% and, therefore, seems to lie within the accept-
able margin of error of VdW corrected DFT calculations.

First, we generate a graphene sheet with periodic bound-
ary conditions (PBC) along the xy plane and free along the z 
axis using the VMD code52. The size of the pristine graphene 
sheet is 10.2 × 10.3 nm and includes 3936 C atoms. Irradi-
ated graphene sheets were simulated by randomly removing C 
atoms until the desired porosity, θd , was obtained. To keep the 
analysis as simple as possible we generate only monovancies, 
no more complex defects were included as Stone-Wales, diva-
cancies, etc. Afterwards, the graphene layer was optimized us-
ing a conjugate gradient optimizator, relaxing both the atoms 
and the length of the simulation box along the PBC. Then, the 
system is connected to a zero pressure barostat and a 2500 K 
thermostat, to allow the simulation box to accommodate the 
vacancies during 0.2 ns. With this procedure graphene sam-
ples with θd = 0.25, 0.5, 0.75 and 1.0 % of vacancies were cre-
ated, i.e. 10, 20, 30 and 40 monovacancies. The Ni atoms are 
deposited over the graphene every 5 ps in a safe zone between

1.0 Å and 2.5 Å above the sheet, with a time-step of 0.5 fs. 
With this procedure graphene is not damaged by Ni deposition 
and we avoid any heating due to the fast deposition range. Dif-
fusion of Ni in graphene was simulated using a Nosé-Hoover 
thermostat. Different deposition rates were studied, however 
inserting a Ni atom every 5 ps is slow enough to avoid clus-
ter formation before pinning to a vacancy. Finally, once all 
Ni atoms have been deposited, the system evolution is fol-
lowed during at least 2.0 ns. To study the thermal behavior on 
Ni cluster formation we employed temperatures of T = 600, 
700, 800, 1000, 1200, 1400, 1600, 1800 K. There are exper-
imental studies of diffusion of metal clusters on graphene up 
to 1000 K53. Above 1000 K, Ni clusters could decompose a 
graphene sheet54, but this is not the case for our simulations, 
where we employ very high temperatures to accelerate the rate 
of diffusive events without affecting the integrity of graphene.

2.2 Simple Model for Cluster Growth
To model this system we follow a similar reasoning to 
the point island model, elegantly introduced by Bartelt & 
Evans55. However, since the fundamental interactions here 
are very different from the ones in the standard point island 
model, we reformulate it to reproduce the behavior observed 
in the MD simulations. In this respect, Appy et al.56 stud-
ied the influence of defects on the heterogeneous nucleation 
of clusters.

There are three relevant processes involved in soft landing:

• Diffusion of free atoms on graphene. Activation energy
for this process in the case of Ni is Ed = 0.05 eV; for other
3d metals it ranges from almost nothing to 0.4 eV.57

• Diffusion of metal atoms from a vacancy. The binding
energy of Ni (or any 3d metal) to a vacancy Ev is at least
Ev = 6 eV.44

• The disintegration of Ni clusters (already anchored to a
vacancy) can be estimated by the binding energy of its
dimer, Ni2, Eb = 3.5 eV, for other 3d metals this energy
ranges from Eb = 1.6 (Mn2) to 5.9 eV (Ti2), averaging
3.5 eV for the 3d series.58

The Arrhenius equation can be employed to relate the rate 
of these events with their relevant energies at a given temper-
ature. The diffusion coefficient is then

D = ga2
ν0e− ET

kb

where g is a geometrical factor of order 1, a is the lattice con-
stant ν0 is the attempt frequency, and E is the activation en-
ergy. We can estimate the prefactor by using experimental 
data of a related system.53
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Table 1 Activation energies of relevant processes: diffusion of free
atoms, diffusion from a vacancy, and from a cluster. Associated
Boltzmann factors and diffusion coefficients are given at T = 1000
K.

E (eV) Boltzmann factor D
(

m
s2

)
Ed = 0.05 0.5×100 1×10−8

Ev = 6.0 5.7×10−31 4×10−39

Eb = 3.5 2.3×10−18 3×10−26

From Table 1 we can see the Boltzmann factor is the key 
to decouple diffusion processes into two very different tempo-
ral scales, slow and fast. While the slow scale is too slow to 
be of experimental concern, the fast scale is too fast to be ex-
perimentally observed by typical Transmission Electron Mi-
croscopy (TEM) measurements. An error in the estimation 
of the prefactor -such as using the same attempt frequency 
for all processes- is effectively irrelevant. A couple of high-
resolution TEM studies show this decoupling of the timescale 
of different processes, showing that while some events are too 
fast to be accounted, others have a diffusion coefficient close 
to 1 nm/s, and finally other processes are not observed during 
the experiment.53,59

The previous analysis holds for a large range of tempera-
tures, but if we restrict ourselves to relatively high tempera-
tures (T ∼ 1000 K), and a low deposition rate (r), then a Ni 
atom can travel a long distance between deposition events, and 
since those events are well separated in time, the formation of 
unattached clusters is very unlikely; thus we can ignore such 
a possibility. This intuitive observation has been corroborated 
by the MD simulations.

A concentration of defects of θd ∼ 1 % is small enough to 
ignore the coalescence among Ni islands without compromis-
ing the validity of the model. Another effect of this assump-
tion is that the cross-section of the larger cluster can be an 
important fraction of the total area considered in the simula-
tion.

Under the previous considerations, we propose the follow-
ing simplified m odel: the probability of a wandering Ni atom 
to join a defect or cluster is proportional to its effective cross-
section. This is the single most important effect to consider. 
It is even possible to ignore the underlying lattice since the 
metal atom can wander almost freely before randomly joining 
a vacancy.

Specifically, the probability of a free Ni atom to be attached 
to the cluster or defect i is given by:

Pi =
Ai

∑ j A j
, (1)

where Ai is the effective area of the i−th cluster. For simplic-
ity we assumed that the shape of the cluster is a half-sphere.

Specifically we used Ai = πr2
i , with ri =

3
√

3n
8π

a+ rc, where n
is the number of atoms of the cluster, a is the lattice parame-
ter of bulk Ni, and rc is the distance for which the vacancy or
nanoisland can catch wandering atoms. In practice, rc is the
only free parameter.

The rate-equations for the number of cluster with s atoms,
ns, are:

dns

dt
= rns−1

As−1

∑ j A j
, (2)

where r is the deposition rate, which can be taken as unity
without losing generality (we already excluded nucleation be-
tween wandering atoms). To find an analytic solution of this
set of equations is beyond the scope of the current study. How-
ever, it is easy to infer that, once the size of a cluster is large
enough (Ai ∼∑ j A j), a large fraction of the deposited Ni atoms
will attach to it. Then, a strongly inhomogeneous cluster size
distribution is to be expected. Bigger clusters get bigger at a
much faster pace than smaller ones. These equations can be
solved within the framework of a Monte Carlo (MC) model60,
for different initial distribution of vacancies and metal atoms.

3 Results

Fig. 1 Coverage of the graphene surface during the first few ps of
simulation; green and gray atoms correspond to Ni and C,
respectively. Panels a), b) and c) show the graphene surface after the
deposition of 40, 140 and 200 Ni atoms, respectively. In panel d) we
show the first stages of the growth of some clusters, Ni5, Ni6,Ni7
and Ni13. The porosity is θd = 0.5 % and T = 800 K

In Fig. 1 we illustrate the soft landing process of 200 Ni
atoms on a graphene sheet with a porosity θd = 0.5 % (21
vacancies) at 800 K. As shown in Fig 1a, just a fraction of
nanosecond is required for Ni atoms to attach to a vacancy
or to form clusters. As expected, the formation of dimers
and trimers starts when the Ni coverage is comparable to the
number of graphene vacancies. The high mobility of Ni on
graphene is similar to other metallic atoms, such as Pt and Au
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whose relevant energies are similar61,62, despite their much 
smaller binding energy to graphene. When Ni atoms are 
pinned to vacancies they remain there, even at temperatures 
close to 2000 K, acting as seeds for the growth of larger Ni 
clusters. Fig 1d illustrates a set of representative small clus-
ters ranging form Ni4 to a Ni13. Those clusters have the typi-
cal growing pattern found on freestanding Nin clusters63, de-
spite their strong binding to a vacancy. One of the most strik-
ing characteristics of atomic clusters -especially in gas phase-
is the abundance of some cluster with a specific number of 
atoms; these clusters are more stable than the rest and are 
denominated “magic clusters”. In simple metals such as Li, 
magic clusters appears when the number of electrons closes a 
shell of angular momentum64, while more complex elements
-such as transition metals- also have magic clusters but it is 
much harder to predict why an specific cluster is magic. In a 
standard growth process where nucleation and decomposition 
of clusters are relevant, we would have expected an abundance 
peak at some magic numbers, but this is not the case for the 
regime of soft landing on a graphene sheet with single vacan-
cies studied here.

With the deposition rate used in our simulations, the forma-
tion of dimers, trimers or larger clusters away from a vacancy 
are very rare events. Diffusivity of (unattached) dimers is even 
larger than of single Ni atoms, preventing the formation of 
unattached islands. At first g lance t his m ay s eem counter-
intuitive, but when two Ni atoms form a bond its potential 
energy drops by ∼ 1 eV, increasing the dimer kinetic energy, 
and hence its mobility. Eventually the unattached dimer must 
thermalize, but its mean free path (before finding a vacancy) is 
shorter. Despite the large wealth of studies on graphene, there 
are few articles about diffusion of metal atoms on graphene 
and this subject deserves more attention.

As observed in Fig. 1-c, the size-distribution of Ni clusters 
on graphene is not homogeneous at all. This behavior is op-
posed to the case of ‘hard-landing’ of metal atoms. Therefore, 
we need to study the clustering process in more detail. The 
average cluster size does not give much information since it is 
just the ratio between Ni atoms to occupied vacancies. How-
ever, if we ignore the monomers from the average, we can 
obtain some insights about the system’s tendency to form big 
clusters.

The previously defined a verage ( excluding m onomers) is 
shown in Fig. 2-a for two relevant times: in the middle of 
the nucleation process (t = 1.1 ns), and after it has finished 
(t = 2.0 ns, i.e. when all Ni atoms are pinned to vacancies). 
This average size, N, increases almost linearly with the tem-
perature T , starting the nucleation at early stages of the depo-
sition process. The long-time curve in Fig. 2-a shows a clear 
tendency to form bigger clusters at larger T . Indeed, as soon as 
a cluster becomes big enough, its cross section allows it to trap 
wandering Ni atoms, in detriment of the nucleation on free va-
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Fig. 2 a) Average cluster size (number of atoms) as a function of the 
temperature for two representative instants and a porosity of
θd = 0.4 %. The dashed lines is the fit of the Monte Carlo (MC) 
model. b) Average numbers of atoms per cluster for different 
porosities (θd ) of graphene and T = 600 K. Results from MC 
simulations include their standard deviation. Only clusters with
N≥2 were considered. c) Trajectory lines at different temperatures 
for a representative N23 cluster pinned to a vacancy. The cluster 
diameter is 10.5, 10.9 and 12.9 Å according to T .d), e) Average 
cluster size and number of monomers as a function of time for
T = 800 K and θd = 0.4 %.

cancies or smaller clusters. Another effect of the temperature 
rise, is an increase in the mean free path of the metal atoms. 
To understand this behaviour we note that a point defect in 
graphene behaves as a potential well with a radius around 1.5 
nm, but beyond 0.5 nm this potential well is very shallow65, 
and thermal energy can prevent metal atoms from falling into 
the deeper region of the well, in the same way that temperature 
helps with regular diffusion. In this way temperature favors 
the formation of few bigger nanostructures. Those resulting 
clusters are highly disperse in size. From this data (t = 2.0 ns) 
we fitted the only free parameter of our Monte Carlo model 
for each temperature, obtaining rc in the range 0.7-1.25 Å. 
Beyond t = 2.0 ns no diffusion event was observed, see Fig. 2-
d,e. After that time the average cluster size and the number of 
monomers remains constant, which is consistent with the dis-
cussion about the diffusion timescale from the previous sec-
tion

At temperatures of 1400 K or more, it is common to find 
clusters whose size escape from the general trends; a sin-
gle cluster may contain about 40 % of all the Ni atoms, see
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() (b)

(d)

MD, 1000K
MC, 1000K

MD, 1600K
MC, 1600K(a)

(c)

Fig. 3 (a,b) Histograms of the cluster frequency as function of its
size. The temperatures are 1000 and 1600 K. The porosity is
θd = 0.4 %. The zero-size clusters stand for empty vacancies. Each
histogram is a MD simulation, without averaging. The continuous
line is the average obtained with the Monte Carlo model. The panels
(c,d) shows the weighted cumulative frequency for each cluster size,
that is, the probability of having a cluster of size N or smaller.

Fig. 3. Even though it would be desirable to show the his-
tograms obtained from the averaging of several MD simula-
tions, due to the inherent out-of-equilibrium dynamical pro-
cess, this would require thousands of simulations to obtain
smooth averages. Furthermore, the averaging would veil the
fundamental physics. This is because a large fraction of the
atoms are in few big clusters (see Fig. 3), and the size of
those clusters varies significantly from simulation to simula-
tion, making its frequency almost negligible, nearly vanishing
for an averaged histogram. With the help of our simple MC
model, we calculated the average frequency for each cluster
size, which seems to show a tendency to have mostly smaller
clusters, but this is due the small frequency of each (big) clus-
ter size Inspection of the results of the MC runs prior to aver-
aging shows qualitative agreement with our MD simulations.
A better indicator of the occurrence of bigger clusters is the
weighted cumulative frequency, which is simply the probabil-
ity of having a cluster of size N or smaller, see Fig.3c,d. For
T = 1000 K a ∼ 90 % of the metal atoms belong to clusters
with size 40 or smaller, considering a total of 200 metal atoms.
Conversely, there are a 10 % of the atoms which form part of
clusters with at least 40 atoms. For T = 1600 K, nearly 30 %
of the metal atoms belong to clusters with 40 atoms or larger.
The monotonous decrease of the frequency of clusters as a
function of their size seems to be a general consequence of
defects on the substrate56

The other parameter affecting the growth dynamics of the
clusters is the porosity θd . As this parameter increases, the

mean free path decreases, making easier the nucleation on a 
vacancy and inhibiting the nucleation of few big clusters; see 
Fig. 2b. Given the large computational cost of each MD sim-
ulation, it is impractical to average several MD simulations. 
However, it is cheap to use our MC model to get insights into 
the behavior of the porosity, including the standard deviation 
of the data (errors bars in Fig. 2b). While we obtain that the av-
erage size smoothly decreases with the porosity, its dispersion 
is very large, specially for the limit of low porosity and high 
temperatures, in line with our previous findings. It is worth to 
note that a porosity of θd = 0.5 % means that a 1 % of the unit 
cells and a 3 % of the hexagons of graphene are damaged.

Therefore, under experimental conditions there are two 
important parameters controlling the aggregation behavior: 
graphene temperature and its porosity. A large T helps to have 
fewer and bigger clusters, but the increment of θd has the op-
posite effect. When the temperature reach ∼1600 K the ki-
netic energy of the clusters allows them to move almost freely 
around the vacancy (but without breaking off), see Fig. 2c, 
making its cross section a circle of diameter close to 2d, with 
d the Ni cluster diameter. This last effect increases the ten-
dency to form larger clusters even further.

4 Conclusions
Graphene is an extremely interesting material with technolog-
ical applications. Small changes can lead to enormous effects, 
like the recently presented case of superconductivity when ro-
tating one esheet over other by less than 2 degrees66. Another 
example is the doubling of the elastic modulus thanks to the 
presence of about 0.1% vacancy concentration24.

Here we present simulation results on how to decorate 
graphene with metallic clusters, controlling their size and dis-
tribution via single vacancy concentration and temperature. 
Such nano-architecturing of graphene might help understand-
ing future experiments, and might lead to unexpected techno-
logical applications.

We have studied the soft landing of Ni atoms on an already 
damaged graphene layer. We find marked differences as com-
pared to the case of hard landing of the metal cluster and to 
the adsorption over a undamaged graphene sheet. Among the 
most important aspects of the soft landing are:

• The binding energy of adatoms or clusters adhered to a
vacancy is very large, preventing their migration even at
T ∼ 2000 K.

• There is a marked tendency to have a few big clusters.
Those clusters have a significant fraction of the total
number of Ni atoms

• Unlike the case of homogeneous nucleation, the fre-
quency of clusters as a function of their size is a

Page 5 of 7 Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t

View Article Online
DOI: 10.1039/C7CP08642C

http://dx.doi.org/10.1039/c7cp08642c


monotonous decreasing function

• Higher values of the porosity (vacancies) of the graphene
layer decrease the mean free path of wandering Ni atoms,
preventing the formation of the aforementioned larger
clusters.

• Higher values of the temperature increase the mean free
path of wandering Ni atoms making more likely to have
a few big clusters.

• Due to the large difference between the relevant diffusion
energies, the so-called magic clusters are not expected to
be prevalent on a damaged graphene sheet.

We made an idealized model for the evolution of clus-
ter sizes, solved within a Monte Carlo framework, which is 
able to capture the previous behavior, in excellent agreement 
with molecular dynamics, with a single free parameter. The 
model is expected to remain valid for any 3d transition metal 
species67 making our conclusions rather general.

We want to emphasize that defects and adatoms in graphene 
modify mechanical properties non trivially, modifying its 
roughness24,68. The influence of roughness on clustering and 
defect diffusion is beyond the scope of this paper, partly be-
cause, in order to capture typical length-scales associated with 
graphene roughness, we would have to use samples more than 
two orders of magnitude larger than the ones presented here.

Future simulations might include other typical defects, in-
cluding vacancy clusters and grain boundaries, with different 
diffusivity time-scales which may require significantly more 
computational resources.

In summary, tuning the size distributions of metal atom 
clusters on graphene is possible via temperature and single 
vacancy concentration variations. This might help obtaining 
desired chemical and mechanical properties for sensors69, and 
optoelectronical properties for future devices2.
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