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Distributed Integral Control of Multiple UAVs:
Precise Flocking and Navigation

Osamah Saif1,4, Isabelle Fantoni2,4, Arturo Zavala-Rı́o3

Abstract—Our interest in this work is to perform a precise

real-time flocking of multiple UAVs. A consensus-based flocking

algorithm that ensures a precise security distance between UAVs

is proposed. By using Lyapunov theoretical analysis, we propose

a flocking algorithm that ensures the ultimate boundedness

of multiple-UAV system solutions. Moreover, this algorithm is

enhanced by a distributed integral control that renders the

inter-distances between UAVs more precise. Finally, experimental

results are provided to prove and show the efficiency of these

algorithms.

I. INTRODUCTION

Recently, relatively cheap Unmanned Aerial Vehicles
(UAVs), equipped by sensing and actuation capabilities, are
emerging rapidly. Moreover, with the miniaturization revolu-
tion, these devices are able to perform local decision-making
as well as short-range communications. These novelties mo-
tivate scientists and researches to raise different questions
about the techniques that could be introduced to coordinate
and control these devices. One of the biggest challenges is to
define local interaction rules between these devices that lead
to a global desired behaviour

Autonomous formation control is a field that addresses the
control of multiple robots in order to realize geometrical
patterns. Inspired from biology, these geometrical patterns
could be regular, such as the V-shape seen in migratory
birds, lattice or irregular as seen in a flock of birds. In the
existing literature, we can distinguish three formation control
structures: Leader-follower, Virtual structure and Behavioural-
based.

In the leader-follower structure, individuals in the formation
follow one agent (or airplane) which is designated as a leader.
Several theoretical and experimental works using this structure
are found in [1] [2] [3] [4] [5] [6] [7] [8] [9] and [10]. One of
the main drawbacks of this structure is that the entire formation
depends on one agent, so if there is a problem with the leader,
the whole formation will be affected.

In the virtual structure, each agent in the formation has
its own trajectory to follow. The overall trajectories form the
desired formation. Examples of experimental works of such
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control strategy can be found in [11] and [12]. The centraliza-
tion of control and the absence of interaction between robots
are two drawbacks of this structure.

In the behavioural-based structure, each agent follows some
rules to achieve the formation. Among the first technical work
on this structure is the distributed behavioural model intro-
duced by Reynolds [13]. He considered that each individual
in a formation should follow three rules in order to perform
a behavioural-based structure. These rules are: 1) Collision
Avoidance; 2) Velocity Matching, and 3) formation Centring
The behavioural-based is found in the literature, for example
in the works of [14] [15] [16] [17] [18] and [19]. The main
advantages of the behavioural-based structure are the self-
organization aspect of agents in the formation, scalability and
their distributed control. However, the most of control laws in
these works are designed and implemented for linear second-
order models. Moreover, the precision of separation distances
between agents is not dealt with. In our work, we use the
behavioural-based structure.

Using a second-order agent for modelling dynamical sys-
tems is a good choice for multiple-agent applications. In fact,
models of several systems such as, drones, rovers, vessels etc.,
that are used for multiple-agent applications, could be simply
approximated as a second-order systems. Several studies have
used this approach for modelling and designing control algo-
rithms for multiple-agent systems [9] [14] [18] [19] [20] [21].

In [9], the guaranteed-performance consensus problem for
second-order multi-agent systems with time delays is solved
using state space decomposition, linear matrix inequality and
Lyapunov stability theory with some sufficient conditions.
A group consensus protocol is proposed in [19] to solve
the problem of group consensus for heterogeneous multi-
agent systems modeled as discrete-time first- and second-order
agents. In [20], the authors propose a non-linear protocol
for second-order multi-agent systems to achieve a robust
fixed-time consensus tracking using sliding mode control and
Lyapunov theory.

However, when developing an algorithm to control these
systems, it is important to consider the validation step on a
more complex model than second-order in order to test its
efficiency. In fact, in most of the previous studies, where the
authors use second-order system, they both design and validate
their control law on the same system. On the contrary, in our
work, we design the control law based on the second-order
system, and we validate it on a nonlinear model of UAVs in
simulation and on real drones. This disparity between design
and validation rises the degree of trust in the application of
our control laws compared to the other works.
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In the works of [14], the author proposes flocking algorithm
for multiple agents with double-integrators models. When we
applied the proposed algorithm on nonlinear model, for a
comparison purpose, we noticed oscillating behaviour of the
inter-distances between agents (cf. section VI-C). Moreover,
the algorithms were designed and applied on a linear model
without considering perturbations.

In [18] and [21], the authors propose a flocking algorithms
mainly based on the work of [14], with a pinning approach that
considers less informed agents. These pinning algorithms have
the same drawbacks as in [14]. Moreover, informed agents
selection algorithms are centralized, which means that these
algorithms are not scalable.

Our interest in this paper is to design control laws for
a real-time autonomous navigation and flocking of multiple
quadrotors that ensure a precise security inter-distances be-
tween them. We propose algorithms based on behavioural
control structure. The contribution of this work is threefold:
1) We propose a flocking algorithm that ensures the ultimate
boundedness of the solution of multiple-UAV system. 2) We
enhance this algorithm by a distributed integral control term to
ensure a precise inter-distance between UAVs. 3)We validate
these algorithms in simulation on a nonlinear model of UAVs,
in experimentation on real drones and show that they are robust
against perturbations.

The paper is organized as follows. Firstly, preliminaries on
quadrotors non linear model and graph-based modelling of
multiple-UAV are presented in section II. Then, the control
architecture of quadrotors in the flocking context is presented
in section III. After that, our proposed algorithms are intro-
duced and analysed in sections IV and V. Finally, simulations,
experimental results and a conclusion about the paper and
future works are given in sections VI, VII and VIII.

II. PRELIMINARIES

A. Multiple-UAV modelling using graph theory
In this section, we use graph theory to describe the topology

of a multiple-quadrotor system. A multiple-quadrotor system
is represented by an undirected graph G = (V ,E), where V is
a set of nodes V = {1,2, ...,M}, and E is a set of edges E ✓
{(i, j) : i, j 2 V , i 6= j}. Every node represents a quadrotor and
edges depict the sensing between quadrotors. An adjacency
matrix A is an M⇥M matrix with elements ai j = 1 if (i, j) 2
E and ai, j = 0 otherwise. For more information about graph
theory, the reader can consult [22].

Before working on the dynamics of quadrotors, we need
to represent our multiple-quadrotor system in the Euclidean
space. Therefore, to every node i in the graph, a position vector
qi 2 R f is associated, where f is the dimension of the space
(example: f = 2,3). The configuration of all nodes of the graph
is defined by the vector q = col(q1, ...,qn) 2 R f M .

A set of spacial neighbours of a quadrotor i is defined by:
Ni =

�
j 2 V : kq j �qik< c

 
(1)

where k.k is the Euclidean norm, and c is the interaction
range. A position-induced graph G(q) = (V ,E(q)) is called
a proximity net and is defined by V and the set of edges
E(q) =

�
(i, j) 2 V ⇥V : kq j �qik< c, j 6= i

 
.

The desired formation of multiple quadrotors in a flock can
be written as follows:

kq j �qik= d 8 j 2 Ni(q) (2)
where d is the desired inter-distance. A proximity net that
ensures the objective in (2) is defined as an ”a-Lattice” [14].
However, implicit inaccuracies give rise to an a-Lattice with
some edge-length uncertainty. This type of proximity net is
called a ”quasi-a-Lattice” [14], and it is described by the
following inequality:

�d < kq j �qik�d < d 8(i, j) 2 E(q) (3)
where d is the edge-length uncertainty.

B. Quadrotor modelling
A quadrotor is modelled as a rigid body that evolves in 3D

space. Several studies have dealt with the modelling of quadro-
tors as in [23], [24], [25] and [26]. A quadrotor is composed
of four rotors and motors located at corners of a square. We
begin by defining the coordinate frames. Let I = (Ix, Iy, Iz) be
the global inertial frame, and let B = (Bx,By,Bz) be the body-
fixed frame.

The nonlinear model of a quadrotor i is given as follows:

ẋi = ni (4a)

m ẍi = G+Ri Ui (4b)
ḣi =WWi (4c)

JẆi =�Wi ⇥ JWi + ti (4d)

where xi = [xi,yi,zi]T is the position of the centre of mass of
the quadrotor in the I frame, ni = [nxi ,nyi ,nzi ] is the vector of
linear velocities in the I frame, hi = [fi,qi,yi]T is the vector
of Euler angles named as Roll, Pitch and Yaw respectively.
W = [wBxi ,wByi

,wBzi ]
T is the vector of the angular velocities

in the B frame, m is the mass of the quadrotor, G = [0,0,�g]T
with g is the gravitational acceleration, Ui = [0,0,Fi]T is the
thrust vector and ti = [tfi ,tqi ,tyi ]

T is the torque vector.
J is the moment of inertia diagonal matrix where Jx Jy

and Jz are diagonal components. W is a transformation matrix
between the angular velocities and the derivatives of Euler
angles. Ri is the rotation matrix from the B frame to the I
frame. The reader can refer to [26] for detailed expressions of
W and Ri.

III. MODELLING AND FLOCKING OF MULTIPLE
QUADROTORS

In this work, we introduce a new architecture to control
multiple quadrotors in a flocking context. We separate the
control problem of multiple UAVs in two parts. The first part
is the control of internal dynamics of each UAV. We mean by
internal dynamics, the altitude zi and the rotational dynamics
of each UAV. This part will not be involved in the algorithm of
flocking. The second part is the control of the xi,yi translation
and flocking dynamics of multiple UAVs.

In fact, we specify a fixed desired altitude zi and heading yi.
Moreover, outputs of xi�yi translation and flocking controllers
are feedforwarded to the inputs of controllers of roll and pitch
fi�qi angles. Figure 1 shows the overall control architecture.
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Fig. 1: Control architecture of quadrotor in a flocking perspective. Internal
dynamics of fi �qi are controlled separately from the xi � yi translation and
flocking dynamics. The zi and yi controller track a user-defined references
rzi , ryi and their derivatives

A. Control of quadrotor internal dynamics

Before starting the description of the control strategy of
a UAV in a flocking perspective, we begin by linearising the
nonlinear model (4) about the origin (xi = 0, ẋi = 0,hi = 0, ḣi =
0,Fi = 0,ti = 0).

The result of linearisation about the origin is given as
follows:

ẋi = vxi (5a)
ẏi = vyi (5b)
żi = vzi (5c)

v̇xi = (1/m)qi (5d)
v̇yi =�(1/m)fi (5e)
v̇zi = Fi (5f)

ḟi = wBxi (6a)
q̇i = wByi

(6b)
ẏi = wBzi (6c)

ẇBxi = (1/Jx)tfi (6d)
ẇByi

= (1/Jy)tqi (6e)
ẇBzi = (1/Jz)tyi (6f)

Equations (5a) through (5f) represent the translational dy-
namics of the UAV and equations (6a)-(6f) represent the
rotational dynamics.

The control of the UAV will be as follows. Firstly, we use
PID controllers to control the zi dynamics (equations (5c) and
(5f)) and the yi dynamics (equations (6c) and (6f)).

Secondly, the rotational dynamics of the angles fi �qi, in
equations (6a), (6b), (6d) and (6e)), will be controlled using
nested saturation controllers [27], [28], [29] and [30]. Here,
we suppose that these controllers will ensure that the fi �qi
rotational dynamics follow fid �qid desired angles.

B. Translational dynamics

To control the xi�yi dynamics, in equations (5a), (5b), (5d),
(5e), we use an approach similar to the backstepping technique
which is widely used in the control of quadrotors [26]. In fact,
we consider the fid and qid as the control inputs of the xi �yi
dynamics and we can rewrite them as follows:

q̇i = pi
ṗi = ui +di

(7)

with qi = [xi yi]T , pi = [nxi nyi ]
T , and ui = [ 1

m qid
�1
m fid ]T . The

term di ⌘ di(qi, pi)2R f is a perturbation vector that represents
both external disturbances, for instance, wind and uncertainties

in the tracking performance of fid and qid in the rotational
dynamics of fi �qi.

Assumption 1. The perturbation term di is an unknown
function, but it has a known upper bound such that kdik  k
and k > 0.

This assumption is realistic, since in practical and real-time
problems we cannot estimate perturbation signals, and their
effect on the system dynamics is generally limited.

C. Flocking of multiple quadrotors

Flocking is a collective motion of multiple agents toward
a common objective. In this article, in order to achieve the
flocking behaviour, the UAVs move toward a unique desired
trajectory with a time varying position qr and velocity pr.
In fact, knowing the desired destination and the current state
of the UAV, qr and pr are generated on each UAV using a
trajectory generator. Hence, we define a moving frame that
has its origin in (qr) and we assume here that the velocity
is bounded such that kprk  prmax. Therefore, positions and
velocities of UAVs in the moving frame are represented as
follows:

qr
i = qi �qr; pr

i = pi � pr (8)
It is easy to see that the relative positions and velocities are

the same in both the inertial and the moving frames. That is:
qr

j �qr
i = q j �qi

pr
j � pr

i = p j � pi

Therefore, the agent model in (7) will be written as:
q̇r

i = pr
i

ṗr
i = ur

i +d r
i

(9)

with ur
i = ui(qr

i , pr
i )� ṗr, and d r

i = di.
The configuration of all UAVs in the new reference frame

is qr = col(qr
1, .....,q

r
M) 2 R f M . Therefore we have, pr =

col(pr
1, ....., pr

M) 2 R f M , ur = col(ur
1, .....,u

r
M) 2 R f M , and

d r = col(d r
1 , .....,d r

M) 2 R f M . Therefore, we get the following
collective dynamics of multiple UAVs :

q̇r = pr

ṗr = ur +d r (10)

The control of this system is studied in the following
section.

IV. FLOCKING CONTROL WITH TUNING GAINS

In this section, we discuss the control of the multiple-
UAVs translational system in (10) from a flocking perspective.
We begin by introducing the basic principles of controlling a
multi-agent system as developed in [14].

Let A(qr) = [ai j(qr)] be a spacial adjacency matrix where
ai j(qr) are its elements given as follows:

ai j(qr) =

⇢
0 if i = j
rh(kqr

j �qr
iks/kcks ) if j 6= i (11)

with rh : R+ ! [0,1] is a bump function defined as:

rh(z) =

8
<

:

1 if z 2 [0,h)
1
2
⇥
1+ cos

�
p z�h

1�h
�⇤

if z 2 [h,1]
0 otherwise

(12)
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and h 2 (0,1). Moreover, k.ks is a ”s -norm” Rn ! R+ of a
vector z 2 Rn, defined as:

kzks =
1
e

q
1+ ekzk2 �1

�
(13)

where e > 0 and R+ is the set of non-negative real numbers.
The gradient of s -norm is defined by:

se(z), —zkzks =
zp

1+ ekzk2
=

z
1+ ekzks

(14)

In fact, s -norm is not a norm but its importance is that it
is differentiable everywhere, unlike the Euclidean norm that
is not differentiable at z = 0.

A smooth collective potential function is used to design
the flocking algorithm of multiple quadrotors. This function is
given as follows:

V (qr) =
1
2 Â

i
Â
j 6=i

Ya(kqr
j �qr

iks ) (15)

where
Ya(z) =

Z z

da
Fa(s)ds (16)

Fa is defined by:
Fa(z) = rh(z/ca)F(z�da)
F(z) = 1

2 [(a+b)s1(z+ e)+(a�b)]
s1(z) = z/

p
1+ z2

(17)

The function F(z) is uneven and sigmoidal, with 0 < a  b
and e = |a�b|/

p
4ab that ensures F(0) = 0.

It follows from the above formulas that Ya(z) is a smooth
pairwise repulsive/attractive potential function. It has a global
minimum at z = da = kdks , and it has a finite cut-off at
ca = kcks . The finite cut-off feature of this function is a
fundamental source of scalability of the flocking algorithm
[14]. Moreover, every local minimum of V (qr) is an a-lattice.
Figure 2 shows the collective potential function in equation
(15) for inter-distances between two UAVs varying between 0
and 3 meters.

Relative Distance between 2 quadrotors
0 0.5 1 1.5 2 2.5 3

V(
q)

0

0.5

1

1.5

2

2.5

3

3.5

4

Fig. 2: V (qr) of two UAVs for inter-distances varying between 0 and 3 meters

The gradient of the potential function V (qr) is given by:

—qrV (qr) = col(. . . ,� Â
j2Ni

Fa(kqr
j �qr

iks )ni j, . . .) (18)

with
ni j = se(qr

j �qr
i ) (19)

as in equation (14).

Assumption 2. The UAVs initial positions are in the set

Wc =
�

qr : d0  kqr
j �qr

jk  cr & kqrk  qmax8i 2 V
 

with c  cr  •, and d0 is a non collision distance between
UAVs, with c is the interaction range between UAVs. Moreover,
the initial velocities of UAVs are bounded such that kpr

ik 
pmax8i 2 V .

Assumption 2 indicates that the initial conditions of UAVs
are not starting in a collision state.

Lemma 1. The gradient of the potential function is bounded
by

—Vmax =
bp
e

r
Â
i2V

|Ni|2 8qr 2 R f M.

Proof. Taking an element —qrV (qr)i from (18), we have:

—qrV (qr)i = Â
j2Ni

Fa(kqr
j �qr

iks )ni j (20)

Then,

k—qrV (qr)ik= k Â
j2Ni

Fa(kqr
j �qr

iks )ni jk

Therefore, from the expressions of Fa , rh and ni j in (17),
(12) and (19) respectively, we can find that the norm of the
sigmoidal part of Fa is bounded by its maximum b, rh is
bounded by 1 and the norm of ni j is bounded by 1p

e , which
leads to:

k—qrV (qr)ik  Â
j2Ni

kFa(kqr
j �qr

iks )kkni jk 
bp
e
|Ni|

with |Ni| is the cardinality of the neighbouring set.
Now for all the UAVs in the flock we have:

k—qrV (qr)k2 = Â
i2V

k—qV (qr)ik2

Therefore:

k—qrV (qr)k  —Vmax =
bp
e

r
Â
i2V

|Ni|2 (21)

Lemma 2. Suppose the assumption 2 is satisfied. Then, the
potential function V (qr) in (15) is bounded.

Proof. Let us study V (qr) at the extremities of Wc. For da 
kqr

j �qr
jk  cr we have:

Ya(cr) =
Z cr

da
Fa(s)ds =

Z c

da
Fa(s)ds+

Z cr

c
Fa(s)ds

| {z }
= 0

(22)

The last term is equal to zero since Fa(s) = 0 between c
and cr. Taking the maximum of Fa(s) in the interval da 
kqr

j �qr
jk  c, then we can write (22) as follows:

Ya(cr)
Z c

da
Fmax ds = a (c�da) (23)
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On the other hand, for d0  kqr
j �qr

jk  da we have:

Ya(d0) =
Z d0

da
Fa(s)ds (24)

Since Fa(s) is uneven function, then:

Ya(d0) =
Z da

d0
|Fa(s)|ds (25)

Therefore, taking the absolute maximum of Fa in the
interval, we get:

Ya(d0)
Z da

d0
b ds = b (da �d0) (26)

From equations (23) and (26) we have:

Ya(z) max(a (c�da),b (da �d0)) = Ymax (27)

For a = b and (da �d0)> (c�da), we get Ymax = a (da �
d0).

Therefore, the potential function is bounded by Vmax as
follows:

V (qr)Vmax = Ymax Â
i2V

Ni (28)

In this section, we introduce our first flocking control law
which is given in the following equation:

ur
i = Â

j2Ni

h
KpFa(kqr

j �qr
iks )ni j +K

0
pai j(qr)(qr

j �qr
i )

+Kdai j(qr)(pr
j � pr

i )
i
+ f g

i (q
r
i , pr

i )
(29)

where ni j =se(qr
j�qr

i ) as in equation (14), and Kp,K
0
p,Kd > 0

are constant scalar tuning gains and their values depend on
the quadrotor device. Kp and Kd are user defined. They give
a relative freedom to the user to apply the control law on
different quadrotor devices. Moreover, unlike the works in [14]
[17], the additional gains will compensate for uncertainties
of nonlinear model. f g

i (q
r
i , pr

i ) = �c1qr
i � c2 pr

i , c1,c2 > 0 is
a navigational function that depends on aboard generated
reference trajectory in each UAV, see equation (8).

This control law is composed of four terms that ensures
the rules of Reynolds in the behavioural-based control. The
first two terms ensure the inter-distance regulation and the
attraction/repulsion forces between neighbouring UAVs which
leads to a collision-free flocking. The third term is the velocity
consensus/matching term, which is analogous to a deriva-
tive action in a conventional PD control law. The last term
f g
i (.) is the navigational or the translational feedback control,

which leads the whole flock to track a predefined objective
trajectory known by every UAV in the flock, which ensures a
fragmentation-free flocking and the formation centring

Lemma 3. [14](Spatial-Order): Every local minimum of
V (qr) is an a-lattice and vice versa.

An important matrix in graph theory and flocking control is
the graph Laplacian. In our graph G = (V ,E) with M UAVs,
the graph Laplacian M⇥M matrix is defined as follows:

L = D(A (qr))�A (qr) (30)
with A (qr) being the spacial adjacency matrix and D(A (qr))
being a diagonal matrix called, degree matrix of the graph G,
and ÂM

j=1 ai j(qr) being its diagonal elements. This matrix is
positive semidefinite.

The Laplacian matrix satisfies the following sum-of-Square
(SOS) property [31] and [14]:

ST LS =
1
2 Â
(i, j)2E

ai j(S j �Si)
2 ,S 2 RM (31)

An f-dimensional graph Laplacian is defined as follows:
L̂ = L⌦ I f (32)

where ⌦ is the Kronecker product and I f being an f ⇥ f
identity matrix. The property in (31) could then be written
for L̂ as the following:

S
T L̂S =

1
2 Â
(i, j)2E

ai jkS j �Sik2 ,S 2 R f M (33)

where S = col(S1,S2, ...,SM) and Si 2 R f .
Therefore, the multiple-UAVs translational system in (10)

that applies the control law in (29) is written as follows
q̇r = pr

ṗr = �Kp—qrV (qr)�K
0
pL̂qr �KdL̂ pr

�c1qr � c2 pr +d r
(34)

Proposition 1. Consider the multiple-UAV dynamical system
in (34) that applies the distributed control law in (29). Suppose
that assumptions (2) and (1) are satisfied. Then the solutions
of the multiple-UAV dynamical system (34) are ultimately
bounded.

Proof. In the beginning, we consider the collective system
in (34) without perturbations. Taking inspiration from the
backstepping technique [32], we distinguish two subsystems
in cascade in (34). In the first subsystem:

q̇r = pr (35)

we consider pr =U1 as a virtual input. Taking the following
Lyapunov candidate function:

V1 =
1
2
kqrk2 (36)

choosing U1 =�K1qr, the derivative of the Lyapunov function
is:

V̇1 =�K1kqrk2  0 (37)

Then, the origin of the subsystem (35) is asymptotically
stable.

Now, considering the second subsystem, without taking in
consideration the expression of the control law ur and the
perturbations:

ṗr = ur (38)

Taking the change of variables

Z = pr �U1 (39)

and applying it to the two subsystems in (35) and (38), then
we get the following system:
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q̇r =�K1qr +Z
Ż = ur �K2

1 qr +K1Z
(40)

Now, let H(qr,Z ) be a Lyapunov function defined as
follows:

H(qr,Z ) =
1
2
kqrk2 +

1
2
kZ k2 +KpV (qr) (41)

The time derivative of H gives:

Ḣ = �K1kqrk2 +qrT Z +Z T ur

�K2
1 Z T qr +K1kZ k2

�KpK1—qrV (qr)qr +Kp—qrV (qr)Z
(42)

choosing ur such that:

ur = �Kp—qrV (qr)�KdL̂Z
�(1�K2

1 )q
r � (K1 +K2)Z

(43)

we get :

Ḣ =�K1kqrk2 �K2kZ k2 �KpK1—qrV (qr)qr �Kd Z T L̂Z
(44)

Now, in the presence of perturbations, that is, ur ⌘ ur +d r,
we get:

Ḣ = �K1kqrk2 �K2kZ k2 �KpK1—qrV (qr)qr

�Kd Z T L̂Z +Z T d r (45)

since L̂ is positive semi-definite, and using Lemma 1 then:

Ḣ  �K1kqrk2 �K2kZ k2

+KpK1—Vmaxkqrk+kZ kk (46)

with k is the upper bound of the perturbation vector d . Then,
for 0 < b1 < 1 and 0 < h1 < 1 we can write:

Ḣ  �(1�b1)K1kqrk2 �b1K1kqrk2

�(1�h1)K2kZ k2 �h1K2kZ k2

+KpK1—Vmaxkqrk+kZ kk
(47)

Therefore,

Ḣ  �(1�b1)bkqrk2 � (1�h1)K2kZ k2

8kqrk �
Kp—Vmax

b1
, 8kZ k � k

h1K2

(48)

In order to prove the ultimate boundedness of the solutions
of (34) and taking inspiration from boundedness and ultimate
boundedness section in [32], we need to formulate (48) and
add some inequalities as follows:

From (41) we can find:

H(qr,Z )� 1
2
kqrk2 +

1
2
kZ k2 (49)

then, from Lemma 2 and equation (28) we have:

H(qr,Z ) 1
2
kqrk2 +

1
2
kZ k2 +Vmax (50)

Therefore, using (49) and (50) we can get:

c3kLk2  H(qr,Z ) c4kLk2 +Vmax (51)

with L = [qrT Z T ]T , c3 and c4 are positive constants, and
c3kLk2, c4kLk2 are class K functions.

Considering assumption 2, the condition in (48) can be
rewritten as follows:

Ḣ  �(1�b1)bkqrk2 � (1�h1)K2kZ k2

8 Lmin  kLk  Lmax

(52)

with

Lmin =

s✓
Kp—Vmax

b1

◆2
+

✓
k

h1K2

◆2

and
Lmax =

q
q2

max +Z 2
max

with Z = K1qmax + pmax.
The proof of ultimate boundedness of the system in (34)

is different from the classical one found in [32]. In fact, the
proof in [32] needs the Lyapunov function to be upper and
lower bounded by class K functions. However, this condition
is deformed here in (51) by the inclusion of Vmax. Therefore,
in this article, we reformulate the proof as follows.

For the multi-UAVs system in (34) to be ultimately bounded,
we need to find a set Wh = {L | hmin H(qr,Z ) hmax}, such
that, Wh ⇢WL = {L |Lmin kLkLmax}, with hmin,hmax > 0.
Therefore, 8L starting in Wh the solution of (34) will behave
as if the origin is asymptotically stable until entering the set
Whmin = {L | H(qr,Z )  hmin}. To find hmin and hmax, we
proceed as follows.

In one hand, from the left inequality of (51) we have:

H  hmax =) c3kLk2  hmax ()kLk 

s
hmax

c3

Taking hmax = c3L2
max implies that

kLk  Lmax and therefore, Whmax = {L | H(qr,Z )  hmax} ⇢
WLmax = {L | kLk  Lmax}.

In the other hand, from the right inequality of (51) we have:

8L  Lmin =) H  c4L2
min +Vmax

by taking hmin = c4L2
min +Vmax, therefore, we get WLmin =

{L | kLkLmin}⇢Whmin , which proves the ultimate bounded-
ness of the solutions of multi-UAVs system in (34) 8L 2 Wh.

Now, to get the ultimate bound on L we have from the left
inequality of (51):

8H  hmin =) c3kLk2  hmin ()kLk 

s
hmin

c3

Therefore, we can take Lb =
q

hmin
c3

=

r
c4L2

min+Vmax
c3

as the
ultimate bound.

Remark 1. Using the expression of Z in (39) and replacing
it in the control law in (43) we get the control law used in the
collective dynamics (34) with:
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K
0
p = KdK1

c1 = K1K2 +1
c2 = K1 +K2

(53)

V. FLOCKING WITH DISTRIBUTED INTEGRAL CONTROL

In the previous section, we proposed our first control law.
This control law was tested in a real-time experimental set-
up and showed good results, as it will be shown in section
VII. However, real-time applications always suffer from per-
turbations that could not be eliminated easily, and need more
effective control laws. Perturbations are generally caused by
the wind flown from the rotors of quadrotors and by non mod-
elled dynamics. In real-time experiments, we noticed steady-
state errors in the distances between quadrotors. Therefore, in
this section, we present an alternative version of (29), intended
to eliminate the steady-state errors.

In control theory, one of the ways used to eliminate steady-
state errors is to add an integral action to the control law
[32]. For ordinary systems, we start by augmenting the system
equations with a state that represents the integral of regulation
error. However, for our multi-UAVs system, we deal with the
regulation of inter-distances with several neighbouring UAVs,
which renders the introduction of integral actions challenging.

To overcome this steady-state error problem, we define the
distributed regulation error of a single UAV as follows:

er
i = Â

j2Ni

Fa(kqr
j �qr

iks ) ni j (54)

Then, we augment the single UAV dynamics in (9) by J̇ r =
ei. Therefore, the overall augmented system will be written as
follows: J̇ r = er

i
q̇r

i = pr
i

ṗr
i = ur

i

(55)

Therefore, our control law will be written as follows:
ur

i = Â
j2Ni

h
KpFa(kqr

j �qr
iks )ni j +K

0
pai j(q)(q j �qi)

+Kdai j(qr)(pr
j � pr

i )
i
+Ki

Z
er

i dt

+ f g
i (q

r
i , pr

i )

(56)

where Ki is the integral-action gain, which is tuned by the
user. This alternative control law shows good results in real-
time experiments, which complements our first control law in
(29). In fact, the steady-state errors are efficiently reduced,
and then the solutions of multiple-UAVs system converge to
an ”a-Lattice”.

VI. SIMULATION RESULTS

A. Simulator of Multiple UAVs
As a part of ROBOTEX project, Heudiasyc laboratory is

equipped by a fleet of UAVs in order to carry out scientific
researches on flight formation control. However, flight forma-
tion control could be risky, therefore, the laboratory developed
a simulator of fleet of UAVs. The goal of this simulator is to
run, on a computer, an identical programme to that one used
in the real UAVs, to perform all the test steps safely.

For this purpose, the PC is run under Linux as in the
real UAVs. In the simulator, virtual sensors and actuators are

connected to a discrete nonlinear model of UAV as in (4).
As a result, all UAVs’ states are calculated at each instant
of time. Each UAV in the fleet simulator is an independent
computer process. Moreover, UAVs evolve in a 3-D virtual
environment, thanks to Irrlicht engine. The program in the
simulator is connected to a Graphical User Interface (GUI)
base-station control program. The base station records and
draws measurements. Moreover, it is used to start and end
simulations and to set the parameters of UAVs and control
laws.

B. Flocking control with tuning gains
Figure 3 (left) shows an aggregation and circular navigation

of 6 UAVs using the flocking control with tuning gains. The
UAVs start in their initial positions, marked by diamonds,
and converge firstly toward the origin. When the formation
is stable, a new phase is activated and the UAVs start to track
a circular trajectory, of 10m radius, whilst maintaining the
formation. Finally, after a certain time, the UAVs quit the
circular trajectory and return back to aggregate around the
origin by forming a pentagonal quasi-a lattice pattern, with
one UAV at the centre.

X pose

-15 -10 -5 0 5 10 15

Y
 p

o
s
e

-15

-10

-5

0

5

10

15

Quadrotor1

Quadrotor2

Quadrotor3

Quadrotor4

Quadrotor5

Quadrotor6

Time (s)

0 20 40 60 80 100 120 140 160
D

is
ta

n
c
e
 (

m
)

0

5

10

15
Dynamic of Separation Distances between Agents

d12

d13

d14

d15

d16

d23

d24

d25

d26

d34

d35

d36

d45

d46

d56

Reference

Fig. 3: Simulations: (left) Trajectories of 6 UAVs in aggregation and circular
navigation scenario using tuning gains control strategy in equation (29).
(right) Inter-distances between 6 UAVs in aggregation and circular navigation
scenario using tuning gains control strategy in equation (29)

The formation of a quasi-a lattice pattern is confirmed in
figure 3 (right). The distances between neighbouring UAVs
approach the desired inter-distances value 1.5m. We can notice
that the inter-distances do not reach completely the desired
reference which means that this control strategy suffers from
a steady-state error drawback. However, the scalability of this
control law could be seen in figure 3 (right). For example,
the distance between UAV 5 and 6 does not converge to 1.5m,
since it is greater than the interaction range 2m. This means
that, using this control law, we can add as much UAVs as we
need to the fleet and the computational power of each UAV
will not be affected, since each UAV interacts with a limited
number of UAVs in its neighbouring range.

C. Comparison with other works
In this section, for a comparison purpose, we simulate the

flocking algorithm proposed in [14] and reused in [18] and
[21].

Figure 4 shows the simulation result of applying the flocking
control law, named as Algorithm 2 in [14], on four quadrotors.
The algorithm in [14] is given as follows:
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ui = Â
j2Ni

[Fa(kq j �qiks )ni j +ai j(q)(p j � pi)]

+ f g
i (qi, pi,qr, pr)

(57)

This figure shows the distances between quadrotors over the
time, and the legend di j depicts the distance between quadrotor
i and j. The intended scenario is as follows: quadrotors start
in their initial positions and move toward a predefined qr
position. For the numerical application, we set a = b = 5, the
desired distance between neighbours is d = 1, c= 1.2d, e = 0.1
and h = 0.2. In this figure, the distance between quadrotors 1
and 3 does not converge to the desired value because this
distance exceeds the interaction range c = 1.2d. Moreover,
We notice the oscillating behaviour of the quadrotors during
flight. This is caused by the absence of tuning gains in the
gradient-based and the velocity consensus terms in (57). Since
this results are risky, we avoided experimental works with this
control law.

Comparing the result of our algorithm in figure 3 with that
of figure 4, we can notice clearly that the behaviour of our
algorithm is more stable. This result shows that our algorithm
is more efficient when the controlled system is nonlinear.
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Fig. 4: Inter-distances between 4 quadrotors in the simulator by using Olfati-
Saber algorithm (57). Once the control law of flocking is launched in each
quadrotors, the interactions start and the distances converge with oscillation

D. Flocking with distributed integral control
In the previous simulation, the main drawback was the

”steady-state errors” in the inter-distances between neighbour-
ing UAVs. In this part, we present the same previous sce-
nario with our distributed integral control. We keep the same
desired inter-distance value 1.5m and the same interaction
range 2m to ensure the scalability of this control law. As
we will see in the figures, the distributed integral control
law overcomes the ”steady-state errors” problem and ensures,
almost, an a�lattice pattern together in an aggregation and in
a navigation scenarios.

Figure 5 (left) shows an aggregation and a circular naviga-
tion scenario of 6 UAVs. As seen before, the UAVs perform an
aggregation toward the origin and form an a�lattice pattern.
Then, they follow a circular trajectory while keeping the
formation. Finally, they quit the circular trajectory and go back
in direct navigation toward the origin.

In figure 5 (right), we note the precision of this control law.
In fact, all the inter-distances between neighbouring UAVs
converge to the desired value. This precision continues to
persist during different phases of aggregation and navigation
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Fig. 5: Simulations: (left) Trajectories of 6 UAVs in aggregation and circular
navigation scenario using distributed integral strategy. (right) Inter-distances
between 6 UAVs in aggregation and circular navigation scenario using
distributed integral control strategy
scenario. The steady-state errors are completely eliminated and
the scalability property is still present as we can see in inter-
distances between UAVs 5 and 6, and 4 and 5.

VII. REAL-TIME EXPERIMENTS

In the following experimental results, our platform is the
quadrotor ArDrone2 from Parrot [33]. Using an SDK (Soft-
ware Development Kit) provided by Parrot, this platform is
designed to be controlled, either from a smartphone, a PC
through WiFi, or directly by running a program on the UAV via
socket. The utilization of SDK prevents us to use our control
laws to stabilize the UAV, since the drone has its own control
laws designed by Parrot.

We solved this problem through the work of teams from TU
Delft University on ArDrone 2 and their autopilot Paparazzi
[34]. They managed to decode the communication protocols
between the main processor of the UAV and its sensors and
motors. We used these protocols to directly control the UAV
and read the raw data from each sensor. By incorporating
these protocols into our own software framework for UAVs,
we managed to replace the programs of manufacturer by our
own control laws.

The ArDrone 2 is thus mainly used for its material part,
whose characteristics are: 1GHz 32 bit ARM Cortex A8
processor, 128 MB RAM, 128MB Flash, WiFi, 3 axis ac-
celerometer, 3 axis gyroscope, 3 axis magnetometer, pressure
sensor, ultrasound sensors (altitude < 6m) and 4 brushless
motors. The inertial sensors are used in a complementary filter
[35] to estimate the orientation of the UAV.

Experiments are performed in an indoor environment using
Optitrack motion capture system [36]. The system senses the
pose of UAVs at 100 Hz. This information is sent to the UAVs
through a Cisco router. Each UAV, then, knows the poses of
all UAVs in the flock and can then estimate the velocities. In
all experiments, we use the Optitrack frame of reference as
our global frame I.

We emphasize here that our control laws are run aboard
the UAVs. Moreover, our control laws only need the relative
distances to the neighbouring UAVs. Since we do not have
sensors that measure the relative distances to neighbours, we
use the Optitrack system as an alternative to extract inter-
distances with neighbours Thus, we calculate the relative
distances, aboard on, by using received positions. Moreover,
the ai j(.) function in (11) is used to limit the interaction range
of UAVs.
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A video of interesting real-time experiments with perturba-
tions is available at the link in [37]. Figure (6) shows 6 flying
drones in our flight arena during an experiment.

Fig. 6: 6 flying drones during navigation experiment

A. Flocking control with tuning gains

In the first experiment, we use four UAVs to form a quasi-a-
lattice around the origin. We apply our first improved control
law in (29). The destination point is defined as the origin of the
frame I, qr = [0 0]T . In this experiment, we set Kp = 0.25,Kd =
0.3,c1 = 0.1,c2 = 0.2, e = 0.1, h = 0.2, c = 2, the desired
distance between neighbours is d = 1.5 and the parameters
a = b = 1.

Figure 7 shows the trajectories of UAVs of this experiment.
UAVs start at their initial positions designated as black dia-
monds. Then, they start moving toward the desired destination
while they avoid collision with their neighbours. A quasi-a-
lattice is finally formed.

Figure 8 shows the result of using the first control law
in (29) in the first real-time experiment. The figure exhibits
the distances between UAVs over time. In the experiment,
we note, however, a steady-state error in the inter-distances
between UAVs, i.e. the desired inter-distances are not com-
pletely reached. This steady-state error could be explained
by the presence of continuous perturbations in the real-time
experiment. One of the sources of these perturbations is the
downwash of rotor blades.
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Fig. 7: Experiments: Trajectories of 4 UAVs in an aggregation scenario using
tuning gains control

B. Flocking with distributed integral control

In the second experiment, we apply our control law in
(56) to perform a flocking of multiple UAVs following a
circular path. The origin of this circular path is designated
to be the origin. The parameters of this control law is set as
Kp = 0.25, Kd = 0.3, Ki = 0.09, c1 = 0.1, c2 = 0.2, e = 0.1,
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Fig. 8: Experiments: Inter-distances between 4 UAVs in an aggregation
scenario using tuning gains control

h = 0.2, c = 2, the desired distance between neighbours is
d = 1.5 and the parameters a = b = 1.

Figure 9 shows an aggregation and a circular navigation
scenario of 6 UAVs. The UAVs perform an aggregation toward
the origin and form an a�lattice pattern. Then, they follow
a circular trajectory while keeping the formation. Unlike the
simulation results, because of the experimental room size, the
radius of circular path is limited to 1.5m, this explains the
intersections between UAVs trajectories. Figure 10 shows the
inter-distances between UAVs that converge to the desired
value 1.5m even with the perturbations caused by the reflected
wind from rotors.
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Fig. 9: Experiments: Trajectories of 6 UAVs in an aggregation and circular
navigation scenarios using distributed integral control
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Fig. 10: Experiments: Inter-distances between 6 UAVs in an aggregation and
circular navigation scenarios using distributed integral control

Another experimental result using the control law in (56)
is shown in figures 11, 12, 13 and 14. In this experiment,
we perform only the aggregation scenario toward the origin
and we apply external perturbations on UAVs. In figure 13,
a push perturbation is applied to UAV 5 and we notice that
UAVs resist the perturbation and the inter-distances between
neighbouring UAVs return back to the desired value, see figure
12 at t ⇡ 50s and 55s. In figure 14, we pull UAV 5 out
of the formation, then it returns back to the flock and its
inter-distances with the neighbouring UAVs converge again
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to the desired value, see figure 12 at t ⇡ 70s. Another push is
performed at t ⇡ 80s.
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Fig. 11: Experiments: Trajectories of 6 UAVs in an aggregation scenario with
external perturbations using distributed integral control
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Fig. 12: Experiments: Inter-distances between 6 UAVs in an aggregation
scenario with external perturbations using distributed integral control

Fig. 13: Experiment with push perturbation

Fig. 14: Experiment with pull perturbation

VIII. CONCLUSION

In this work, we have proposed two flocking algorithms of
multiple-UAV system. The first algorithm ensures the ultimate
boundedness of the solutions of multiple-UAV system . The
second algorithm improves the first one by adding a distributed
integral control term ensuring a precise inter-distance between

UAVs. The algorithms were validated through theoretical anal-
ysis as well as experimental tests. Moreover, we showed that
algorithm is more efficient when applied to nonlinear model
compared to other works in the literature.

In this work, we have limited our study on a linearized
model of the UAV dynamics to simplify the design of the
control laws. Moreover, in our experiments we kept the state
of the UAVs around the equilibrium points (rotational angles
around zeros). In a future work, we will incorporate the
nonlinear model and study how we can design an appropriate
control law for the flocking problem.

Our future works will also focus on the improvement of
these algorithms and our experimental platform for outdoor
experiments. In addition, we will work on the navigation of
multiple quadrotors with obstacle avoidance.
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