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Analytical magnetostatic model for 2D arrays of inter-
acting magnetic nanowires and nanotubes

Yenni Velázquez-Galván†, and Armando Encinas⇤

A fully analytical model to describe the magnetostatic properties of these 2D nanocylinder arrays
(tubes and wires) is presented. The model allows calculating the components of the effective
demagnetizing field as a function of the cylinder height, inner and outer diameters, and the center-
to-center distance. From these components, it is possible to calculate the shape anisotropy of the
cylinder, the dipolar interaction between them, and the total magnetostatic energy. The model
allows performing calculations very simply, using a simple spreadsheet or open-access software
such as Geogebra. This allows analyzing the effect of each geometrical parameter in the different
contributions to the magnetostatic energy. Amongst the most interesting findings is that the model
describes naturally the magnetization easy-axis reorientation transition induced by the dipolar
interaction, for which a general phase diagram has been calculated for both tubes and wires. For
the case of nanowires, our results show a very good agreement with previously published results.
While for nanotubes, the model predicts that the magnetization easy-axis reorientation transition
is frustrated as the tube wall thickness decreases and reaches a critical value even when the
distance between tubes is reduced to its lowest possible value.

1 Introduction
Magnetic nanostructures are currently of great scientific and tech-
nological interest. Over the last three decades, these mate-
rials have demonstrated a wealth of important effects related
to their size and shape and have lead to significant scien-
tific breakthroughs1,2. Important application domains include
3D magnetic nanostructures,3,4 high-density magnetic recording
media5,6, spintronics7, spincaloritronics8–10, sensors11, nano-
magnetic logic12, frustrated nanomagnetics and artificial spin-
ice13, nanobiomedicine14–17 as well as magnetoelectric energy
conversion systems18–20. Two-dimensional arrays of magnetic
Nanowires (NW) and Nanotubes (NT) have received consider-
able interest both for their fundamental properties as well as the
great potential shown for numerous applications21–24. Central
to the advantageous features of these 2D arrays is the uniaxial
shape anisotropy of these needle-shaped nanomagnets, which in
conjunction with the inter-particle dipolar interaction are largely
responsible for the vast and complex magnetic properties of these
assemblies.21–25 While other coupling or anisotropy effects may
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contribute to the overall magnetic properties of the assembly,
shape anisotropy and the dipolar interaction are of crucial impor-
tance because they are always present, and in most cases, they
compete or overshadow other contributions to the total magnetic
energy.23–27 Furthermore, they are both of magnetostatic origin
and their main properties depend directly on the geometrical pa-
rameters of the system.

The modeling of these systems has been done at several ap-
proximation levels. Micromagnetic simulations have been exten-
sively used to model NW as well as NT arrays28–33. Some in-
conveniences of these methods are that they require some degree
of programming specialization; the source code is generally not
accessible or friendly for its modification or adaptation to spe-
cific conditions. Computing resources and computing time are
also a common concern. Moreover, modeling particle assemblies
is also difficult and often requires using approximations or sim-
plifications of the system in order to avoid excessive computing
requirements.

Other models to describe NW and NT arrays have also been
proposed. Some of these models are analytical34, while other
models consider the NW or NTs formed by a large number of
smaller elemental particles with well-known magnetic properties
and magnetization reversal mechanisms35–39. These methods
have allowed obtaining valuable information about the magne-
tization reversal properties for individual wires and tubes. How-
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ever, with a singular exception,37 their applicability to arrays in
which interaction effects are present, has not been considered or
is limited to a few interacting particles. Similarly to micromag-
netic modeling, the description of particle assemblies and inter-
action effects is difficult and limited.

Mean-field models have also been proposed in order to take
into account both shape anisotropy and dipolar interaction in
NW40–42, as well as NT34,43 arrays. These mean-field models
have gained some interest since they can provide results easily
and without the need for specialized computing knowledge or
infrastructure. However, depending on the different approxima-
tions used, the complexity of the calculations may vary, thus lim-
iting the full description of the magnetic properties. For example,
a well known effect in NW arrays is the Easy Axis Reorientation
Transition (EART) induced by the dipolar interaction, has been
described for some particular cases for NWs,40,44 while there are
no reports at present of these effects in NT arrays.

In this sense, different modeling approaches are needed to pro-
vide a more detailed, complete and accurate description of the
magnetic properties of NW and NT arrays that do not require
specialized computing hardware or specific and advanced pro-
gramming skills. In particular, regarding the interplay between
shape anisotropy and dipolar interaction in assemblies formed by
a large number of particles and their dependence on all the geo-
metrical parameters of the system.

Herein we propose a simple mean-field analytical model that
incorporates the contributions of the shape anisotropy and the
dipolar interaction for arrays of NWs and NTs. This model de-
pends on all the geometrical parameters of the system, and their
individual effects can be easily modeled. The model relies on a
single equation that can be computed using non-specialized soft-
ware and, therefore, does not require any advanced programming
skills. Furthermore, as we show here, calculations can be done us-
ing the freeware GeoGebra45 on any computer, tablet, or Smart-
phone. We show that the model provides accurate results for
both the shape anisotropy as well as for the dipolar interaction for
both NW and NT arrays. Analyzing the interplay between shape
anisotropy and dipolar interaction, we also derive an analytical
expression for the easy axis reorientation transition induced by
the dipolar interaction, which has been studied as a function of
the interwire distance, NW (NT) aspect ratio and the NT wall
thickness. For NT arrays, the model predicts that reducing the NT
wall thickness, even as the inter-tube distance is reduced to its
minimum value, can frustrate the EART. This effect is analyzed in
detail, and a phase diagram has been obtained as a function of
the reduced inner-radii and the NT aspect ratio.

2 Magnetostatic model for a 2D array of
nanotubes

First the expressions for the effective demagnetizing field and the
effective magnetic anisotropy are presented. These expressions
follow from a mean-field model presented in a previous report46

which has already been applied to study the dipolar interaction
effects in a 2D array of magnetic nanotubes43. However, herein
we use the approximate expression for the demagnetizing factor

h

D

x
y

z

r1

r2

Fig. 1 Schematics of a nanotube array, showing the NT height h, inner
and outer radii, r1 and r2, respectively as well as the center to center
distance between nanotubes D. The outer diameter is f = 2r2 so their
aspect ratio is t = h/f , the reduced center to center distance is d = D/f
and the ratio between the inner and outer radii, or the reduced inner
radii b = r1/r2.

of the circular cylinder proposed by Sato and Ishii47 allowing to
obtain analytical expressions for the effective anisotropy of the
NT array.

Consider an infinite 2D hexagonal array of identical NTs as-
sumed to be homogeneously magnetized. As shown in Figure 1,
the NTs have their long axes parallel and aligned along the z-axis.
The NTs array is described by their height (h), the center-to-center
distance (D) and their inner and outer radii r1 and r2, respectively.
Equivalently their inner and outer diameter, fi = 2r1 and f = 2r2
can also be used. For convenience, we normalize all these quanti-
ties by the outer diameter; then, we have the NT aspect ratio, or
reduced height (t = h/f), the reduced center to center distance
(d = D/f), and the reduced inner radii (b = fi/f = r1/r2). In the
following, these three reduced parameters will be simply referred
to as the aspect ratio, center-to-center distance, and reduced in-
ner radii. For a two dimensional hexagonal array, the packing
fraction is given by,

P0 =
p

2
p

3

✓
1
d2

◆
(1)

This definition of the packing fraction is only related to the ex-
ternal radii and does not include the volume difference related
to the cavity of the tubes. Taking this volume into account, the
packing fraction of an assembly of NTs is43,

P = P0(1�b 2) (2)

For an assembly of identical particles, the effective demagne-
tizing factor Ne f f can be expressed as a combination of the de-
magnetizing factors of the individual particles N and the volume
that contains the whole assembly N

+ and the packing fraction P

of the particles in this volume. In particular,46

Ne f f = N +(N+�N)P (3)

The effective magnetic anisotropy energy density is defined
as,43,46

EK =
1
2

µ0M
2
s DNe f f (4)
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where DNe f f = N
y

e f f
�N

z

e f f
. From equation (3) this leads to the

following expression,

EK =
1
2

µ0M
2
s

⇥
DN +(DN

+�DN)P
⇤

(5)

The coefficient on the right-hand side of this expression is
constant, so for convenience in the following we will use re-
duced quantities: reduced effective anisotropy energy, EK =

2EK/(µ0M
2
s ), reduced shape anisotropy ES = 2ES/(µ0M

2
s ), and re-

duced dipolar interaction energy EDip = 2EDip/(µ0M
2
s ).

For a cylindrical tube with a circular cross-section, N =

{Ny,Ny,Nz}. For an infinite 2D array, the external volume can
be approximated as a thin film whose thickness is much smaller
than the lateral dimensions. In this case, the demagnetizing fac-
tor is N

+ = {0,0,1}. By inserting these values into Eq. (3), the
components of the effective demagnetizing factor along the tube
axis and perpendicular to it are,

N
z

e f f
= Nz +(1�Nz)P (6)

N
y

e f f
= Ny �NyP (7)

The reduced anisotropy energy follows from using these ex-
pressions in Eq. (5), which can be further simplified by taking
into account that the trace of the demagnetizing factor is a con-
stant. Using Nz + 2Ny = 1, the reduced anisotropy energy can be
written solely in terms of Nz, in particular,

EK =


1
2
� 3

2
Nz

�
�


3
2
(1�Nz)P

�
. (8)

This expression of the effective anisotropy energy has two contri-
butions, the first term corresponds to the shape anisotropy of a
single NT (ES) while the second term that depends on the pack-
ing fraction represents the dipolar interaction between the NTs
(EDip), this is EK = ES � EDip, where the negative sign indicates
that the interaction is antiferromagnetic. The reduced effective
anisotropy energy depends only on the axial component of the
demagnetizing factor of the NT, which can be computed using
the expression proposed by Nam et al., 48 that relates the axial
demagnetizing factor of the tube, Nz, with that of the cylinder (or
wire), Nwz

Nz = Nwz(1�b 2) (9)

While the axial demagnetizing factor of a single cylinder is
computed as a function of the aspect ratio t = h/f using the ap-
proximate expression proposed by Sato and Ishii47, namely.

Nwz =
1

1+ 4tp
p

(10)

Substitution of these expressions in Eq. (8) for Nz and Eqs.
(1) and (2) for P leads to an explicit equation for the reduced
effective anisotropy energy as a function of the NT aspect ratio,
center-to-center distance and reduced inner radii,

EK =
3
2

0

@1
3
� (1�b 2)

1+ 4tp
p

1

A� p
p

3
4

0

@1� (1�b 2)

1+ 4tp
p

1

A
�
1�b 2�

d2 (11)

The equation is written so that the first term corresponds to the
shape anisotropy of a single non-interacting NT and the second
term is the dipolar interaction. The first term depends only on
the NT aspect ratio and the reduced inner radii, whereas the sec-
ond term also depends on these two quantities and also on the
reduced center-to-center distance. Using this expression, it is sim-
ple and practical to calculate each contribution and the reduced
effective anisotropy energy without requiring extensive comput-
ing efforts.

A first analysis of Eq (11) shows that the corresponding ex-
pression for NW arrays is obtained when the inner radii vanishes,
b = 0. Indeed, writing (p

p
3)/4 as (3/2)p/(2

p
3) in the second

term, we recover Eq.(8) for Nwz instead of Nz, which corresponds
to the reduced effective anisotropy of a NW array of arbitrary as-
pect ratio46. Furthermore, in the limiting case of very high aspect
ratio NWs (Nwz = 0) Eq. (11) reduces to well-known expression
for infinitely tall wires40,

EK =
1
2
� 3

2
P0 (12)

3 Effective magnetic anisotropy of
nanowires and nanotubes

Equation (11) describes the effective anisotropy in an array of
NTs. The first term corresponds to the shape anisotropy of a sin-
gle (non-interacting) NT (ES). Figure 2 (a) shows the variation of
this shape anisotropy as a function of the aspect ratio for different
values of b . Starting with the particular case of a single nanowire
(b = 0) we see the well known variation of the shape anisotropy
with the aspect ratio. High aspect ratios result in an easy axis
along the wire axis (ES > 0), while low aspect ratios result in an
easy axis perpendicular to the wire axis (ES < 0). There is a crit-
ical aspect ratio for which the anisotropy vanishes (ES = 0). For
nanotubes (b > 0), we see that the shape anisotropy is always
larger than for the corresponding NW having the same aspect ra-
tio, and, as the NT wall thickness decreases (b increases), this
difference becomes larger. As a consequence, we can see that the
critical aspect ratio (tc) at which the easy axis rotates from paral-
lel to perpendicular to the NT axis shifts towards lower values as
b increases. Moreover, as seen in the figure, above a certain value
of b , the easy axis no longer rotates from parallel to perpendicu-
lar. This value can be obtained by equating to zero the first term
in Eq. (11) and solving for tc. This is,

tc =
3
p

p
4

✓
2
3
�b 2

◆
(13)

This expression shows the relation between the critical aspect
ratio and the NT wall thickness, where it is seen that as b 2 in-
creases, tc decreases. Furthermore, since t � 0 it follows that this
requires that b 2  2/3. Hence, for b 2 > 2/3, or b > 0.8164; the
easy axis reversal can not take place. In other words, for a single
non-interacting NT, the effective demagnetizing field along the
NT axis will always be smaller than the one along the direction
perpendicular to the NT axis if b > 0.8164.

Figure 2 (b) shows the dipolar interaction energy (EDip) as
a function of the reciprocal reduced center-to-center distance

+PVSOBM�/BNF�<ZFBS>�<WPM�> 1–9 | 3
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(1/d = f/D) for NT with a fixed aspect ratio of t=10 and for dif-
ferent values of the tube wall thickness. Considering first the lim-
iting case of the NW (b = 0), we see that the dipolar interaction
energy goes to zero when the center-to-center distance is large,
1/d ! 0, and it increases when this distance decreases, tending
to its maximum value as 1/d ! 1. For NTs (b > 0), the behavior
is similar, but as seen in the figure, as the NT wall thickness de-
creases (b increases), the corresponding curves shift downwards.
This shift is consistent with a reduction of the interaction field
in NTs with respect to NWs as the tube wall thickness decreases,
which is related to the decrease of the packing fraction as ex-
pressed by Eq. (2)43.

The results for the shape anisotropy, Fig. 2 (a), and the dipolar
interaction, Fig. 2 (b), show that the presence of the cavity in
the tube leads to a reinforcement of the shape anisotropy and a
reduction of the dipolar interaction with respect to the wire geom-
etry. These effects compete to determine the effective magnetic
anisotropy (EK) as shown in figure 2 (c) where EK as a function
of the reciprocal reduced center-to-center distance (1/d) for NT
with a fixed aspect ratio of t=10 and for different values of the
tube wall thickness is shown.

As seen in the figure, regardless of the value of b , the effective
magnetic anisotropy decreases as the distance between NTs is re-
duced (1/d ! 1) as a consequence of the competition between the
shape anisotropy and the antiferromagnetic dipolar interaction.
As expected, when the tubes are infinitely apart (1/d = 0), the in-
teraction vanishes and Eq. (11) reduces to the shape anisotropy
of the isolated NTs (NW).

As seen in Fig. 2 (c), the effective anisotropy energy de-
pends sensibly on the value of the NT wall thickness (b). For
b < 0.8, there is a critical distance between NTs where the effec-
tive anisotropy energy passes through zero and becomes negative
at shorter distances. The change of sign in the anisotropy en-
ergy indicates that the easy axis magnetization rotates from the
NT axis to its normal when the strength of the interaction field
overcomes the shape anisotropy field. This effect is known as the
magnetization easy axis reorientation transition (EART).

The other interesting feature shown in Fig. 2 is that this reori-
entation transition is inhibited when the wall thickness is small,
b � 0.8. Furthermore, for nanotube arrays, the magnetization
perpendicular to the axis, or hard axis, is not favorable energet-
ically. These points are addressed in detail in the following sec-
tions.

To obtain an analytic expression for the effective magnetic
anisotropy [Eq. (11)], the approximate expression for Nwz pro-
posed by Sato and Ishii47, Eq. (10), has been used. To test the
validity of the results obtained with this approximation, we have
compared these results with those obtained using the rigorous ex-
pression for Nwz derived by Tandon et al., 49 in Eq. (8) considering
the particular case of NW arrays (b = 0). The results are shown as
solid squares in figures 2 (a)-(c). As seen from these curves, the
results provided by both expressions show a very good agreement
and thus validating the use of Eq. (10).

Equation (11) describes the effective anisotropy of 2D
nanocylinder arrays. It is a simple, approachable, and com-
plete analytical expression that combines naturally the shape

Fig. 2 (a) Reduced shape anisotropy energy ES as a function of their
aspect ratio, (b) reduced dipolar interaction energy EDip and (c) reduced
magnetic anisotropy energy EK as a function of the reduced reciprocal
center to center distance 1/d = f/D for an array of NTs with aspect ratio
t = 10, for different values of b . Filled squares corresponds to the
results obtained using the rigorous expression for Nwz derived by Tandon
et al., 49 and Eq. (8)

anisotropy of the cylinder and the dipolar interaction between
them as a function of the geometrical parameters of the system. It
is, therefore, interesting to compare our model with others used
in the literature for the study of these cylindrical systems. As
mentioned previously, at present, there are models capable of pro-
viding an accurate account for these two effects; however, such
models, typically micromagnetic29,32,33,50–52, require intensive
computing resources and depending on the approximations used,
the degree of complexity in the programming can vary. However,
there is a simple analytical model for nanowires that frequently
has been used41,42,53–57. In this case, the effective field (in CGS
units) is given by,

He f f = 2pMs �
6.3Mspr

2
2h

D3 (14)

Writing this expression as a reduced effective anisotropy, we have
to divide by 4pMs. Moreover, by noting that r

2
2h/D

3 = t/(4d
3),

the following expression is obtained;

EK =
1
2
� 0.393t

d3 (15)

In principle, this expression corresponds to Eq. (11). Com-

4 | 1–9+PVSOBM�/BNF�<ZFBS>�<WPM�>

Page 4 of 10Physical Chemistry Chemical Physics

Ph
ys
ic
al
C
he
m
is
tr
y
C
he
m
ic
al
Ph

ys
ic
s
A
cc
ep
te
d
M
an
us
cr
ip
t

Pu
bl

is
he

d 
on

 0
2 

Ju
ne

 2
02

0.
 D

ow
nl

oa
de

d 
on

 6
/4

/2
02

0 
2:

58
:2

1 
A

M
. 

View Article Online
DOI: 10.1039/D0CP00808G

https://doi.org/10.1039/d0cp00808g


Fig. 3 Comparison of the reduced magnetic anisotropy energy EK as a
function of the reciprocal reduced center to center distance 1/d = f/D

for an array of NWs with aspect ratio (a) t = 2, (b) t = 5, (c) t = 7 and (d)
t = 100, calculated using Eq. (11) [continuos line] and Eq. (15) [dashed
blue line]. For (d) t = 100, the squares correspond to the values
obtained with Eq. (12) for the limiting case of very high aspect ratio NWs
and the horizontal dotted line indicates the reduced reciprocal center to
center distance for the critical packing fraction of very tall NWs.

paring both expressions, both contain two terms, the first one
corresponding to the shape anisotropy while the second one ac-
counts for the inter-wire dipolar interaction; in both cases, the
interaction term is preceded by a negative sign implying an anti-
ferromagnetic dipolar interaction. However, there is a clear prob-
lem with Eq. (15) as the first term implies an infinitely tall wire,
while the dipolar interaction term is proportional to the wire as-
pect ratio, which will lead to a non-physical result when t ! •.
While for low aspect ratio cylinders, Eq. (15) clearly will over-
estimate the contribution of the shape anisotropy. Moreover, Eq.
(15) should also correspond to Eq. (12) for the case of very tall
cylinders. Comparing these expressions, we see that the first term
is the same, but the second term is not. In Eq. (12) the dipolar
interaction only depends on the distance between cylinders while
in Eq. (15) this term also depends on the aspect ratio. To further
compare Eqs. (11) and (15), figure 3 shows the total reduced
energy as a function of the reduced center-to-center distance for
a hexagonal 2D array of wires (b=0) with different aspect ra-
tios (t= 2, 5, 7 and 100) using these equations. As seen in Fig.
3, regardless of the cylinder aspect ratio, the curves provided by
each expression differ significantly. However, they both provide
a correct trend with the reciprocal center-to-center distance. In-
deed, the energy has its maximum when the cylinders are far
apart [(1/d)=0], and the interaction vanishes, while as the cylin-
ders are brought together [(1/d) goes to 1], the interaction term
increases, leading to the reduction of the energy and finally over-
coming the shape anisotropy which, as mentioned before, corre-
sponds to the EART.

However, as seen in Fig. 3 (a), (b) and (c), the limiting value of

the energy when the cylinders are far apart [(1/d)=0] is always
the same (1/2) regardless of the aspect ratio. Thus overestimat-
ing the contribution of the shape anisotropy, which in combina-
tion with the linear dependence of the interaction term on the
cylinder aspect ratio leads to an incorrect description of the inter-
play between these two contributions to the energy.

To provide further evidence of the inconsistency of Eq. (15) fig-
ure SI1 (see supplementary information) shows the total reduced
magnetic anisotropy energy as a function of the reduced center-
to-center distance calculated using Eq. (11) and modifying the
first term of Eq. (15). As inferred from the variation of the critical
distance at which the reduced energy is zero the results obtained
with Eq. (15) show that this distance increases as the cylinder
aspect ratio decreases, which is incorrect, as one expects that as
the aspect ratio decreases, the shape anisotropy also decreases
and thus requiring a lower interaction field to cancel the shape
anisotropy. So that for smaller aspect ratios, the shape anisotropy
cancels out at larger inter-cylinder distances, as predicted by Eq.
(15).

Finally, as seen in Fig. 3 (d) for very tall cylinders, both ex-
pressions yield the same (and correct) limiting value (EK=1/2)
when the distance between them increases [(1/d)=0] and the re-
duced energy decreases as the distance between them is reduced.
However, due to the linear dependence on the aspect ratio of the
interaction term in Eq. (15) the interaction is sensibly overvalued
leading to a very fast decrease of the reduced energy and thus
largely overestimating the critical distance where the reduced en-
ergy vanishes. Moreover, comparing Eqs. (11) and (12), the lat-
ter shown as solid squares, for very tall cylinders, we see that
both expressions yield the same results and the critical distance
is consistent with the known value corresponding to P=1/3 or
(1/d)=0.606 for an hexagonal 2D array29,40 which is shown as a
vertical dotted line.

4 Easy axis reorientation transition induced
by the dipolar interaction

As already pointed out, the results shown in Figure 2 (c) for the
anisotropy energy evidence a change of sign of this energy as
the distance between NTs is reduced and also the inhibition of
this effect above a certain value of the reduced inner radii. The
change of sign of the anisotropy energy reflects the rotation of
the easy axis magnetization as a function of distance between
tubes occurs when the second term of Eq. (8) becomes higher
than the first. This is when the dipolar interaction field energy
exceeds that of the shape anisotropy. This EART is well known,
and it has been observed in different systems such as cylindrical
nanowires29,33,40,41,44,52,56–73, circular dots74,75, and ellipses76.

The EART depends on the distance between NTs or the packing
fraction and takes place when the MAE vanishes. Taking EK = 0
in equation (8) and using Pt = Pc(1�b 2), the critical packing is
expressed as,

Pc =
1
3


(1�3Nz)

(1�Nz)

�✓
1

1�b 2

◆
(16)

which depends only on the NT axial demagnetizing factor (Nz)
and the wall thickness (b). Before introducing explicitly the
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center-to-center distance, note that the packing fraction is such
that 0  Pc  1, implying that both terms on the right side in Eq.
(16) must be positive. The first term (in square brackets) depends
only on the demagnetizing factor, and it will only be positive if
0  Nz < 1/3. This condition implies that the easy axis of a single
non-interacting NT lies along the z-axis. This is a necessary con-
dition for the EART to take place. Notice that if the easy axis is
perpendicular to the NT axis, Nz > 1/3 and Pc < 0 implying that
the easy axis will not rotate. On the other hand, the NT wall
thickness is such that 0  b  1, so the last term is always posi-
tive, but Pc diverges as b ! 1, which will be discussed below. As
a first limiting case, consider Eq. (16) the case of an array of high
aspect ratio nanowires, namely, Nz = 0 and b = 0, for these values
Eq. (16) leads to Pc = 1/3, which is the well-known value of the
critical packing fraction for a 2D array of very tall nanowires29,40.

Using Eq. (1) to introduce the dependence on the reduced
center-to-center distance and Eqs. (9) and (10) for Nz in Eq. (16)
we obtain the following expression for the critical aspect ratio
(tc) as a function of the reduced center-to-center distance and
the reduced inner radii (b),

tc =

p
p

4

0

@
p
p

3
2d2

�
1�b 2��3

p
p

3
2d2

�
1�b 2

�
�1

⇣
1�b 2

⌘
�1

1

A (17)

For the particular case of a single non-interacting NT, d ! •,
this expression reduces to Eq. (13), as expected. Equation (17)
allows tracing the easy axis reorientation transition diagram for
different values of d and b . Consider first the particular case
of NW arrays (b = 0), the corresponding EART diagram, tc(d),
is shown as a continuous line in Figure 4 (a). Here the upper-
right side of the curve indicates the easy axis is parallel to the
long axis (z-axis) while points in the lower-left side of the curve
have their easy axis along the short axis (xy-plane). Indeed, for
low aspect ratios, the shape anisotropy of a single wire is small,
and it requires smaller interaction field values to reverse the easy
axis. So even at large distances, the easy axis is reversed by the
interaction field. For high aspect ratios, the shape anisotropy is
stronger, and the distance between wires has to be reduced in or-
der for the interaction field to overwhelm the shape anisotropy.
For the liming case of infinitely tall NWs, the critical packing frac-
tion Pc=1/329,40,77, which corresponds to a center to center dis-
tance of d=1.65 that is shown in Fig. 4 (a) as a vertical dashed
line. The EART in NW arrays has been reported by numerous
studies29,33,40,41,44,52,56–73. From these studies, we have taken
the coordinates (aspect ratio and center-to-center distance) and
plotted them in the EART diagram shown in Fig. 4 (a). Only
those studies that provide all the required data (wire diameter,
height, and center-to-center distance) were considered44,52,59–64.
As seen in Fig. 4 (a), the prediction of the easy axis orientation
in magnetic NW arrays obtained with Eq. (17) is consistent with
the experimental findings of previous studies. However, there are
a couple of coordinates as well as other studies whose results do
not match with the prediction of Eq. (17). This can be attributed
to several factors, such as experimental uncertainty, dispersion
of geometrical parameters, or even geometrical deviations with
respect to the perfect circular cylinder shape. In supplementary

Fig. 4 (a) EART diagram calculated with Eq.(17) and b = 0, and (b)
effective anisotropy diagrams calculated for different values of b .

information, we provide a table with details of each point shown
in the figure, as well as those points that do not coincide.

The EART diagrams for NT arrays with different reduced in-
ner radii calculated using Eq. (17) are shown in Figure 4 (b).
Each of these curves provides the values of NT aspect ratio and
distance between them where the effective magnetic anisotropy
vanishes, this is, where the assembly is isotropic. For all cases,
the upper right region corresponds to the case where the mag-
netic anisotropy easy axis is along the cylinder axis, whereas the
lower left region contains those cases where the easy axis is per-
pendicular to the cylinder axis.

As seen in the figure, the value of the internal radii has a strong
effect on the conditions that lead to the easy axis reorientation.
As mentioned previously (Fig. 2), at a fixed aspect ratio; increas-
ing the internal radii leads simultaneously to (a) an increase of
the shape anisotropy of a single tube [Fig. 2 (a)], and (b) a de-
crease of the value of the interaction field [Fig. 2 (b)]. As seen in
Figure 4 (b), at a fixed intertube distance, the critical aspect ratio
decreases as b increases. In contrast at a fixed aspect ratio, the
critical inter-tube distance required to reach the isotropic point is
smaller as b increases.

This implies that by decreasing the tube wall thickness, the NTs
can be brought closer, and above a given internal radii, the EART
is frustrated. The easy axis is blocked along the cylinder axis even
if the center to center distance approaches its lowest value d=1
(when the tubes come in contact). This limiting case is shown
as a vertical dashed line in Fig. 4 (b), as seen in the figure, the
EART is not reached when b = 0.8 and the aspect ratio increases.
This is consistent with the results shown in Fig. 2 (c) where it
was also observed that for b � 0.8 the anisotropy energy does
not reach zero even for d = 1. However, as seen for b = 0.8 in
Fig. 4 (b), the frustration of the EART also depends on the NT
aspect ratio. Indeed, in this case (b = 0.8) for low aspect ratios,
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the EART does take place. This suggests that for a given value
of the inner radii, there is a critical NT aspect ratio above which
the EART will be frustrated. This relation follows directly from
equation (17) by making d = 1. However, some considerations are
required since, as explained before, all the variables are bounded,
or they must follow restrictions. The first one is that for the EART
to take place 0  Nz < 1/3 and by Eqs. (9) and (10), it depends
on both NT aspect ratio and inner radii, which are such that t � 0
and 0  b < 1, respectively.

Taking these restrictions into account, Figure 5 shows the vari-
ation of the critical aspect ratio (tc) as a function of the inner
radii. Due to the restrictions that 0  Nz < 1/3 and tc � 0, the
inner radii has an upper bound at b ⇡ 0.9. While close to b = 0.8,
tc increases. To analyze the limit of infinitely tall NTs, we use Eq.
(16) for Nz = 0 and solve for b , namely

b =

r
1� 1

3Pc

, (18)

then, using Eq. (1) with d = 1, we obtain b = 0.79529, which
corresponds to the lowest value of the inner radii for which the
frustration of the EART is observed and this for the case of in-
finitely tall NTs. This lower limit is shown as a vertical dashed
line in Figure 5. This curve defines the coordinates (b ,tc) where
the magnetic anisotropy vanishes when d = 1, so that in the upper
right side of the curve the EART will be frustrated and inversely,
in the lower-left side the EART will take place.

Finally, these results have been obtained considering only the
shape anisotropy and the dipolar interaction field, both of magne-
tostatic origin. However, other contributions to the energy, orig-
inating from other effects, can also be considered by including
the appropriate additive terms. This would be the case for the
magnetocrystalline or magneto-elastic anisotropies, related to the
spin-orbit coupling or other interaction effects. Furthermore, as
a mean-field model, it applies best to systems containing a very
large number of particles, so that the average values of their main
properties are representative. In this sense, the model applies
to NW and NT arrays as those typically obtained by electrode-
postion into nanoporous templates, with diameters ranging from
10-300 nm and heights between 5-100 µm with packing frac-
tions below 35-40% and densities of 107-1011 wires (tubes) per
square centimeter. For these large particle volumes, temperature
driven effects are not expected to play any important role. Finally,
this macroscopic model is not expected to describe accurately the
properties of smaller atomic scale wires or tubes,78–83 where first
neighbor exchange interactions or stronger effects related to the
spin-orbit coupling play a more prominent role.

5 Conclusion
A simple mean-field analytical model was presented for the mag-
netostatic energy in 2D arrays of cylinders, namely wires and
tubes. The model is expressed in terms of all the geometrical
parameters of the systems and due to its simplicity, calculations
can be done varying each parameter using simple software and
without requiring specialized hardware. For the particular case
of NW arrays, the model provides predictions that are in good
agreement with those obtained previously, namely the competi-

Fig. 5 Critical aspect ratio (tc) as a function of the inner radii. The
vertical dashed line corresponds to the limiting value of the inner radii,
b = 0.79529, when the NT aspect ratio is infinite (Nz = 0).

tion between shape anisotropy and the dipolar interaction. For
NTs, the model also shows a very sensitive dependence on the NT
wall thickness. Specifically, an increase of the shape anisotropy of
individual tubes and a reduction of the inter-tube dipolar interac-
tion as the wall thickness decreases. An analytical expression has
been obtained for the easy axis reorientation transition induced
by the dipolar interaction. The results obtained for NWs agree
very well with experimental results reported in previous studies.
For NTs, an interesting property predicted by the model is that the
easy axis reorientation transition can be inhibited or frustrated
by reducing the tube wall thickness even when the inter-tube
distance is reduced to its minimum allowable value. This prop-
erty is of great interest in 2D magnetic arrays with perpendicular
anisotropy in which the density is desired to increase.
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