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Abstract

This work proposes a generalized Proportional-Integral-Derivative (PID) like continuous control

law which solves the regulation problem for mechanical systems with constrained inputs. The

proposal is inspired by finite-time stabilization schemes by permitting the proportional and deriva-

tive type actions to loose Lipschitz-continuity at their respective zero-error values. The resulting

generalized PID type controller, whose implementation does not need to a priori know parameter

values or the structure of the system model, turns out to give rise to closed-loop performance im-

provements, such as faster responses with smaller overshoot, when non-Lipschitz proportional and

derivative type actions are involved. Global asymptotic stability is proven by means of Lyapunov’s

direct method and invariance theory, and an exhaustive description of the design requirements is

explicitly presented. Stability results, performance improvements and input saturation avoidance

are corroborated through simulations using a model of a 2-degree-of-freedom manipulator robot.

Resumen

Este trabajo propone una ley de control continua generalizada tipo Proporcional-Integral-Derivativo

(PID) que resuelve el problema de regulación para sistemas mecánicos con entradas acotadas. La

propuesta está inspirada en esquemas de estabilización en tiempo finito permitiendo que las ac-

ciones tipo proporcional y derivativa pierdan Lipschitz-continuidad cuando las respectivas variables

de error son cero. El controlador tipo PID generalizado resultante, cuya implementación no necesita

conocer previamente los valores de los parámetros o la estructura del modelo del sistema, resulta en

mejoras en el desempeño en lazo cerrado, tales como respuestas más rápidas con menor sobretiro,

cuando se involucran acciones tipo proporcional y derivativa que no son Lipschitz-continuas. Se

demuestra estabilidad asintótica global por medio del método directo de Lyapunov y la teoŕıa de

invarianza, además de que se presenta una descripción exhaustiva de los requerimientos de diseño.

Los resultados de estabilidad y las mejoras en desempeño se corroboran a través de simulaciones

usando el modelo de un robot manipulador de 2 grados de libertad; donde además se corrobora

que se evita la saturación en las entradas.
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Chapter 1

Introduction

This thesis deals with the position control problem of mechanical systems. Such a problem aims

at the regulation of the system coordinates at desired (pre-defined) values, which shall be reached

from any initial (position and velocity) conditions. Within the context of robot manipulators, such

a regulation problem is described in [5] as that of driving the manipulator’s end-effector reach a

desired position with a desired orientation, regardless of the initial posture. This approach deals

only with constant desired (generalized) positions, unlike the tracking problem, which involves a

time-varying desired configuration trajectory.

On the other hand, by considering the actual physical capabilities of the actuators used to move

the mechanical system, constrained control inputs are taken into account. Moreover, the use of a

control law without a saturation condition may lead to instability or performance degradation [4],

or in the case of non-linear actuator saturation, difficulties such as large overshoot, the appearance

of limit cycle or an unstable output response (as it is mentioned in [2]). Therefore, the control

objective shall be achieved avoiding input saturation bounds in order to provide a feasible solution

to the considered regulation problem.

1.1 Previous works

With the goal of providing a new solution with its own benefits, it is worth considering the existing

control schemes. Those considered in the context of the present thesis are Proportional-Integral-

Derivative (PID) type controllers and finite-time regulators. As for the former case, a successful

but quite complex way of solving the regulation problem is presented in [3], and consists on a

saturating PID-like control law for global regulation. In that article, the author is able to achieve

the result either with velocity measurement or with its estimation by differentiation of the position

measurement.

Another solution is a recent approach presented in [9], where a PID-type control is proposed.

Departing from the dynamic model of mechanical systems, the authors present the PID-type con-

trol law along with its integral-action dynamics, which achieve the stabilization objective in the

formulated analytical framework. In order to avoid the input bound, the PID-type control structure

adopts a generalized form that incorporates generalized saturation functions. Some conditions on

the proportional gain and on some parameters of the generalized saturation functions are obtained

as a result of the analysis made. It is worth mentioning that given the generalized form of the

control law, the work provides different cases for the election of its saturating structure. Therefore,

the article covers the SP-SI-SD, SPD-SI, SPID, and SP-SID structures. Moreover, experiments on

a manipulator robot with 3 degrees of freedom (DOF) are implemented, where the stabilization

objective is corroborated to be achieved, by a set of tests involving the mentioned structures.

6
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Nevertheless, other authors suggest that the use of the integral action might cause trouble in

the case of input constraints, as suggested in [7]. This work proposes a design procedure for a

PID-like control law, given a linear plant and a tracking problem with actuator saturation. Then,

a general control law is generated from a plant model in state space representation, within the

consideration of a control limiter (to avoid input saturation) and an intelligent integrator. The

last one is presented in order to improve the performance of the linear system that suffers from

the effects of the so-called “integrator wind-up”, which basically causes actuator saturation and

large overshoot. Therefore a practical design of tracking systems is provided considering varying

setpoint, disturbances and parameter changes.

The passivity theory is also useful to solve the regulation problem, as shown in [10]. This

article considers the existence of maximum torques in the dynamics of a mechanical system with

friction, for which a saturated nonlinear PID control law is proposed. This way, considering that

the closed loop dynamics can be rewritten as a two-block interconnected feedback system, global

asymptotic stabilization towards the desired equilibrium is proven to be achieved by means of

passivity conditions on each block. Furthermore, the actuator constraints are avoided, regardless

of initial conditions, which is corroborated by simulation results.

Another approach including a PID-like controller is presented in [12], which is also addressed to

mechanical systems with constrained inputs. The control law includes saturation functions (more

specifically, the hyperbolic tangent function, tanh(·)), in each one of the three actions, in order

to guarantee that the actuators avoid to reach their physical saturation level. In this case, the

advantage of the proposed control law is the possibility to get the result either with the case of

velocity measurement or the case when this value is dynamically approximated. Therefore, two

analyses are provided in which, by following the Lyapunov direct method along with the invariance

theory, the global asymptotic stability is obtained. The efficiency of the proposed control against

other approaches is shown by two examples with and without velocity measurement, where the

proposed approach is shown to be faster than the rest (although this is achieved by forcing a specific

initial value on the auxiliary variable related to the integral action). Nevertheless, not all the tuning

conditions are exhaustively derived, and some of them are left implicit, rendering difficult their

application or verification which, in the best of the cases, shall be carried out numerically.

On the other hand, other schemes include the finite-time stabilization of the origin as the main

objective. Briefly, such a stabilization objective is achieved when the origin of the closed-loop

system is rendered Lyapunov stable and finite-time attractive. A formal definition can be found

in [16].

Finite-time stabilization is achieved, for instance, in the work presented in [15] involving the

notion of local homogeneity. Departing from the dynamic model of mechanical systems without

damping effects, this work designs an PD-type with desired gravity compensation control law in

order to achieve stabilization of the origin. Such a controller does not only include the saturating

structure that involves both the proportional and derivative type actions within a single saturation

function (at each link), but also that where each one is subjected to its own saturation function. In

this case, the involved functions are strictly increasing, strictly passive, and strongly passive ones.

From the definitions of such type of functions (which can be recalled from [15]), specifically in the

strongly passive case, it can be noted that there is an exponential weight involved (the parameter

denoted by β in the experimental results section), which, when less than unity, generates an infinite

slope on the function around the origin. This effect, which is illustrated in the article through

examples, is used in order to obtain finite-time stabilization. Furthermore, exponential stabilization

is achievable using the same scheme with exponential weights equal to 1, so a comparison of both

types of stabilization can be made. Even though this control scheme solves the problem in a

satisfactory way, one of the disadvantages is the dependence on the exact parameters of the model
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through the inclusion of the desired conservative open-loop terms in the control law, g(qd); whereby,

an error in those values would prevent the closed-loop system to achieve exact stabilization at

the origin. The authors also mention that the closed-loop analysis results in a larger amount of

requirements in the election of parameters, with respect to the online gravity compensation scheme.

As for the finite-time tracking problem, a solution is given in [13]. The control law, in this

case, corresponds to an SP-SD type scheme, where the saturation functions are bounded strongly

passive ones. The functions involved in the SP and SD type actions also use exponential weights

(denoted in [13] as a1 and a2) taking values in (0, 1]. As in the previous mentioned work, the

election of those parameters define the type of stabilization achieved (finite-time or exponential).

Let us note that, the finite-time tracking result is proven in a different way than in [15], because the

developed analysis does not involve local-homogeneity on the closed-loop dynamics (vector field).

The authors are able to get conditions on the bounds of the defined functions in the proportional

and derivative actions in order to avoid input saturation. As for the gain matrices, both related

to the P and D type actions are independent of the latter conditions. The controller is tested by

simulation, where it can be seen some advantages of the proposed approach compared to other

schemes, like the less effort required by the actuators in order to achieve the stabilization.

Both works involving finite-time stability ([15] and [13]) show the advantages of the use of

functions with fractional exponential weights, like: less overshoot, less effort from the control signal

to get the stabilization, and a faster convergence time. Furthermore, robustness is achieved through

finite-time controllers in the case of bounded perturbations, as it is presented in [14]. This paper

presents a revisited closed-loop analysis involving the scheme proposed in [13] under perturbation.

After a robustness analysis, the main result shows that whenever a sufficiently small perturbation

term is introduced, the finite-time approach (with fractional exponential weights) outperforms its

exponential counterpart (with unitary exponential weights), by giving rise to closed-loop responses

with lower post-transient variations.

1.2 Motivation and objective

Based on the works presented above, one can see that there are various schemes that are able to

solve the regulation problem, either using a PID-like scheme or a PD with (desired) conservative-

force compensation. In fact, by analyzing the articles focusing on finite-time stabilization, the idea

of achieving that result by using a PID-like control law results interesting. This was, in view of the

nonexistence of such result, the original motivation of the thesis. That idea contemplated using

that kind of control law to get finite-time stabilization by utilizing functions with fractional weights

considering the condition of input constraints.

Unfortunately, after our initial analyses in this direction, we realized that as the idea involves

the use of functions with an infinite slope around the origin, it is necessary to know the value of

stabilization in all the variables (including the one related to the integral action). Nevertheless, that

idea opposes the general purpose of a PID controller, namely that such control law (particularly

the integral action) must be able to compensate for the open-loop conservative force term (at

equilibrium) independently of the desired position, and certainly without the need to a priori know

any information on the structure or parameter values of those conservative forces.

Therefore, the objective of this thesis had to be redefined, considering the benefits of the use of

fractional exponential weights included in the functions to which the proportional and derivative

actions would be subjected, as observed in the previous finite-time control approaches. Then, the

motivation of the new objective is to design a more general PID type scheme for mechanical systems

with bounded inputs, that incorporates exponential weights that may take fractional values in the P

and D type actions, and explore the advantages that those definitions of functions can bring to the
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design in comparison to previous approaches, specially to the PID-like one, in which exponential

weights are equal to unity. In fact, effects like the ones described in the previous section (benefits

in the finite-time stabilization schemes), such as improved closed-loop performance, are expected

to be corroborated through simulations.

Thus, the objective of the thesis is to develop a research focused on designing a generalized PID-

like control law that solves the regulation problem for mechanical systems with bounded inputs.

The generalized scheme shall permit the use of exponential weights in the P and D type actions.

Asymptotic and exponential stabilization are aimed to be achieved through less-than-or-equal-to-

unity values of the incorporated exponential weights. The impact of such an incorporation is to be

evaluated through simulation results.

1.3 Notation

Denoting Rn the set of n-dimensional vectors whose entries are real numbers, 0n as its origin,

and Rm×n the set of m × n-dimensional matrices with the same type of entries, let x ∈ Rn and

X,Y ∈ Rm×n (where m and n are positive integers). Thereby, throughout this document, Xij

stands for the the element of X at its i-th row and j-th column, Xi refers to the i-th row of X, and

xi denotes the i-th element of the vector x. In the case wherem = n, In stands for the n×n identity

matrix, X > 0, resp. X ≥ 0, symbolizes that X is a positive definite, resp. semi-definite, matrix,

and X > Y , resp. X ≥ Y , indicates that X − Y is a positive definite, resp. semi-definite, matrix.

Moreover, λm(X) and λM (X) represent the minimum and maximum eigenvalue of a symmetric

positive semi-definite matrix X, respectively.

Consider also R>0 = {x ∈ R : x > 0}, R≥0 = {x ∈ R : x ≥ 0}, Rn>0 = {x ∈ Rn : xi >

0,∀i = 1, ..., n}, and Rn≥0 = {x ∈ Rn : x ≥ 0,∀i = 1, ..., n}. For vectors, || · || denotes the

standard Euclidean norm, i.e. ||x|| =
√∑n

i=0 |xi|2, while for matrices, the same notation is used

for the induced 2-norm, i.e. ||X|| =
√
λM (XTX). More generally, || · ||p represents the p-norm

for vectors with p ≥ 1, which is defined as ||x||p =

[
n∑
i=0

|xi|p
]1/p

. Furthermore, Bnc symbolizes an

n-dimensional ball with radius c > 0, i.e. Bnc = {x ∈ Rn : ||x|| ≤ c}, while Sn−1
c symbolizes an

(n− 1)-dimensional sphere with radius c > 0, i.e. Sn−1
c = {x ∈ Rn : ||x|| = c}.

LetA and E be subsets of the vector spaces A and E respectively. Then, for anym ≥ 0, Cm(A, E)
stands for the set of continuous functions from A to E being m times continuously differentiable

when m > 0 (with differentiability at any point on the boundary of A meant as the limit from

the interior of A). Furthermore, with a continuously differentiable scalar function V ∈ C1(Rn;R)
and a vector function f : Rn −→ Rn, DfV denotes the directional derivative of V along f , i.e.

DfV (x) = ∂V
∂x (x)f(x). In particular, if f turns out to be the representation of a vector field, V̇

will denote the derivative of V along f , i.e. V̇ (x) = ∂V
∂x (x)f(x). Consider the next definitions

• Sign function:

sign(ς) =

 ς
|ς| if ς ̸= 0

0 if ς = 0

• Unitary saturation (scalar) function

sat(ς) = sign(ς)min{|ς|, 1}

Other facts that are used through the document are [20]:
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• Young’s inequality

∀ϕ, ψ ∈ (1,∞) such that
1

ϕ
+

1

ψ
= 1 and ∀a, b ∈ R≥0 : ab ≤ aϕ

ϕ
+
bψ

ψ
(1.1)

• Hölder inequality

∀ϕ, ψ ∈ [1,∞) such that
1

ϕ
+

1

ψ
= 1 and ∀x, y ∈ Rn : |xT y| ≤ ||x||ϕ||y||ψ (1.2)

Lemma 1.3.1 [13] For any x ∈ Rn, ||x||p is non-decreasing in p. In other words ∀x ∈ Rn, ||x||ϕ ≥
||x||ψ,∀ϕ, ψ such that ϕ ≤ ψ.

Remark 1.3.1 [20] By equivalence of p-norms, for any || · ||ϕ and || · ||ψ, with ϕ ̸= ψ, and ∀x ∈ Rn,
there are positive constants c̄ϕ,ψ > cϕ,ψ such that:

cϕ,ψ||x||ψ ≤ ||x||ϕ ≤ c̄ϕ,ψ||x||ψ (1.3)

Indeed, by 1.3.1, and considering that ||x||ϕ = [
∑n
i=1 |xi|ϕ]1/ϕ ≤ [

∑n
i=1 ||x||

ϕ
ψ]

1/ϕ = n1/ϕ||x||ψ one

can see that ||x||ψ ≤ ||x||ϕ ≤ n1/ϕ||x||ψ if ϕ ≤ ψ and n−1/ψ||x||ψ ≤ ||x||ϕ ≤ ||x||ψ if ϕ ≥ ψ.

Therefore, (1.3) is satisfied with:

cϕ,ψ = n[sign(ψ−ϕ)−1]/2ψ, c̄ϕ,ψ = n[sign(ψ−ϕ)+1]/2ϕ

△

1.4 Mechanical systems dynamics

The dynamical model of mechanical systems is obtained through the same methodology followed

to get that of robot manipulators. As it is explained in [5], robot manipulators are “articulated

mechanical systems composed of links connected by joints”, where the joints can be either prismatic

or revolute, or a combination of both types. As a matter of fact, robot manipulators formed by an

open chain will be taken into account, as it is seen in Fig. 1.1

Figure 1.1: Diagram of a n-DOF manipulator
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When a mathematical model of the robot is required, it is necessary to locate a 3-dimensional

reference frame at the base of the robot, which is generally denoted as [x0, y0, z0]. Then, the

angular (revolute case), resp. translational (prismatic case), displacement of the j - joint around,

resp. along, the axis zj , denoted as qj , corresponds to the generalized joint coordinate. Notice

that in most cases, the number of joints determines the number of degrees of freedom (DOF) of

the robot. Therefore, for robots with n-DOF the vector q generally has n elements.

The dynamic model, as it consists in an ordinary differential equation, can be found using at

least 2 methods: Newton’s equations of motion or Lagrange’s equations. However, as the first

one becomes more complex when the number of DOF increases, the second method is generally

considered. This method begins by obtaining the kinetic and potential energy of a manipulator

robot with n-DOF (like the one in Fig. 1.1), whose sum is equal to the total energy of the robot,

i.e.

E(q, q̇) = K(q, q̇) + U(q)

where q = [q1, ..., qn]
T . Then, the Lagrangian L(q, q̇) of the robot is calculated, which is equal to

the difference between the kinetic and potential energies of the robot, i.e.

L(q, q̇) = K(q, q̇)− U(q)

Finally, the Lagrange equations of the robot are expressed as

d

dt

[
∂L
∂q̇

(q, q̇)

]
− ∂L
∂q

(q, q̇) = τ

where τ represents the vector containing the external input forces at each joint. A more exhaustive

explanation of the method can be found in [5]. In fact, the model of any n-DOF robot may

be obtained in compact form using a method that involves a developed form of the Lagrangian

equations. Let us mention that some cases include frictional effects, for which there are approximate

models of friction forces, as the one that is involved in the present work.

Dynamic model and properties

Consider the n-degree-of-freedom (DOF) fully actuated mechanical system dynamics with linear

damping effects:

H(q)q̈ + C(q, q̇)q̇ + F q̇ + g(q) = τ (1.4)

where q, q̇, q̈ ∈ Rn are the position, velocity and acceleration vectors, respectively. Furthermore,

H(q) ∈ Rn×n is the inertia matrix; C(q, q̇) ∈ Rn×n is the Coriolis and centrifugal effect matrix

defined through the Christoffel symbols of the first kind; F ∈ Rn×n is the (a priori symmetric

positive semi-definite) damping effect matrix; g(q) = ∇Uol(q), with Uol : Rn → R being the

potential energy function of the open-loop system or equivalently: Uol(q) = Uol(q0) +
∫ q
q0
gT (z)dz

for any q, q0 ∈ Rn; and τ is the external input force vector. Recalling [5, Chapter 4], [9] and [20],

some of the properties of the enlisted terms of the model are:

Property 1.4.1 H(q) is a continuously differentiable symmetric matrix function satisfying H(q) ≥
µmIn, which implies that ∥H(q)∥ ≥ µm, for some positive constant µm, ∀q ∈ Rn.

Property 1.4.2 The Coriolis and centrifugal effect matrix defined through the Christoffel symbols

of the first kind satisfies:

1. Ḣ(x, y) = C(x, y) + CT (x, y), and consequently zT [ 12Ḣ(x, y)− C(x, y)]z = 0, ∀x, y, z ∈ Rn

2. C(x, y)z = C(x, z)y,∀x, y, z ∈ Rn.
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3. ||C(x, y)|| ≤ ψ(x)||y||, ∀x, y ∈ Rn, for some ψ : Rn −→ R≥0

Moreover, consider the next assumptions, which according to [5] are valid, for instance, in the case

of robot manipulator with only revolute joints.

Assumption 1.4.1 The inertia matrix is bounded, i.e.

||H(q)|| ≤ µM

for a positive constant µM ≥ µm, ∀q ∈ Rn.

Assumption 1.4.2 ψ(x) in Property 1.4.2 is bounded by a non-negative constant kC , and conse-

quently ||C(x, y)|| ≤ kC ||y||.

Assumption 1.4.3 The conservative force vector g(q) along with its Jacobian matrix ∂g
∂q (q) satisfy:

1. |gj(q)| < Bgj for some Bgj > 0, j = 1, . . . , n, ∀q ∈ Rn

2. ||∂g∂q (q)|| ≤ kg =⇒ ||g(x)− g(y)|| ≤ kg||x− y||, ∀q, x, y ∈ Rn, for some kg ≥ 0

Assumption 1.4.4 The damping effect matrix F is symmetric positive definite, and consequently

fm∥x∥2 ≤ xTFx ≤ fM∥x∥2, ∀x ∈ Rn,with fM ≥ λmax(F ) ≥ λmin(F ) ≥ fm > 0.

In this thesis, it is considered that the absolute value of each input τj is constrained to be

smaller than a given saturation bound Tj > 0, i.e. |τj | ≤ Tj , j = 1, ..., n. In fact, by taking uj as

the control variable relative to the j-th DOF we have:

τj = Tjsat(uj/Tj) (1.5)

Observe that from (1.4) and (1.5), a necessary condition for the manipulator to be stabilisable

at any desired equilibrium configuration qd ∈ Rn is Tj > Bgj ,∀j ∈ {1, ..., n} [9]. Thus, the next

assumption is considered;

Assumption 1.4.5 Tj > αBgj ,∀j ∈ {1, ..., n}, for some α ≥ 1.

1.5 Thesis structure

The rest of the document is divided and organized as follows. Chapter 2 includes some definitions,

Lemmas and Theorems related to stability and the characteristics of the proposed controller. This

theory becomes important specially in the stability analysis chapter. The third chapter presents the

control law, as well as the design requirements. The conditions for (asymptotic and exponential)

stabilization are given, along with the respective proofs.

Simulation results are shown in chapter 4, where the stabilization objective is corroborated to

be achieved and the closed-loop performance is evaluated, considering the model of a 2-DOF robot

presented in [15]. In order to carry out the implementations, a set of parameters are established

as well as the type of functions that are involved in the control law. Furthermore, several tests

with the proposed scheme in different conditions are implemented, as well as comparison using

alternative schemes. Finally, the conclusions are presented in Chapter 5.



Chapter 2

Mathematical Background

This chapter provides some definitions, Lemmas and Theorems which are used throughout the

document, related to Lipschitz continuity, Lyapunov stability, Invariance theory and certain types

of functions. References [6] and [20] support the contents presented here.

2.1 Lipschitz continuity

Recalling [6] and [8], Lipschitz continuity is a property of some functions, which one refers to either

as continuous functions satisfying the Lipschitz condition or as Lipschitz-continuous functions.

Formal definitions are stated next [6].

Definition 2.1.1 A function f : Rn → Rm is said to be:

• locally Lipschitz on a domain (open and connected set) D ⊂ Rn if each point of D has a

neighborhood D0 such that f satisfies the Lipschitz condition:

||f(x)− f(y)|| ≤ L0||x− y||

for all points x and y in D0 with some positive constant L0;

• Lipschitz on a set W , if it satisfies the Lipschitz condition

∥f(x)− f(y)∥ ≤ L∥x− y∥

for all points x and y in W , with the same positive constant L, usually called the Lipschitz

constant;

• globally Lipschitz if it is Lipschitz on Rn.

As a way to determine if a function fullfills the latter definition, consider the next Lemmas, whose

proofs can be found in [6].

Lemma 2.1.1 Let f : D −→ Rn be continuous for some domain D ⊂ Rn. Suppose that [∂f/∂x]

exists and is continuous on D. If, for a convex subset W ⊂ D, there is a constant L ≥ 0 such that∥∥∥∥∂f∂x (x)
∥∥∥∥ ≤ L

on W , then

∥f(x)− f(y)∥ ≤ L∥x− y∥

for every x and y in W .

13
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Lemma 2.1.2 If f(x) and [∂f/∂x](x) are continuous on D, for some domain D ⊂ Rn, then f is

locally Lipschitz in x on D.

Lemma 2.1.3 If f(x) and [∂f/∂x](x) are continuous on Rn, then f is globally Lipschitz in x on

Rn if and only if [∂f/∂x] is uniformly bounded on Rn.

Versions of these definitions and Lemmas for f : [0,∞)× Rn → Rm are presented in [6].

2.2 Lyapunov stability

The following definitions and theorems which refer to stability in the sense of Lyapunov, are taken

from [1] and [6], where also the proofs can be found. The analytical context of autonomous

systems is considered due to the features of the system that will be taken into account in the

following chapter.

Consider the n-th order autonomous system:

ẋ = f(x) (2.1)

where f : D → Rn is a continuous vector field defined on a domain D ⊂ Rn containing the origin,

which guarantees that for each x0 ∈ D, there exists at least one (classical) solution x : [0, δ) → D,

such that x(0) = x0, for some δ ∈ (0,∞]. In fact, let Sx0
denote the set of all the solutions with

x(0) = x0. Let us further consider that the system has an equilibrium point x̄ ∈ D, and that this

is taken to be at the origin, i.e. x̄ = 0n, considering that there is no loss of generality in doing so,

due to the possibility of a change of variables.

Definition 2.2.1 The equilibrium point x = 0n of (2.1) is:

• stable if, for every ε > 0, there is δ > 0 such that for each x0 with ∥x0∥ < δ and for all the

solutions x(·) ∈ Sx0
: x(t) exists for t ∈ [0,∞) and

||x(t)|| < ε ∀t ≥ 0

• unstable if it is not stable

• asymptotically stable if it is stable and if there exists δ0 > 0 such that for each x0 satisfying

∥x0∥ < δ0 and for every x(·) ∈ Sx0
:

lim
t−→∞

∥x(t)∥ = 0

The origin is said to be globally asymptotically stable if δ0 can be taken as large as desired.

Consider the next results as a way to know if the equilibrium point satisfies the last definition.

Theorem 2.2.1 Let x = 0n be an equilibrium point of (2.1), and D ∈ Rn be a domain containing

the origin. Let V : D −→ R be a continuously differentiable function such that:

V (0n) = 0 and V (x) > 0 in D \ {0n} (2.2)

V̇ (x) ≤ 0 in D (2.3)

Then, x = 0n is stable. Moreover, if

V̇ (x) < 0 in D \ {0n} (2.4)

then x = 0n is asymptotically stable.
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Theorem 2.2.2 Let x = 0n be an equilibrium point of (2.1). Let V : D −→ R be a continuously

differentiable function such that:

V (0n) = 0 and V (x) > 0 ∀x ̸= 0n (2.5)

||x|| −→ ∞ =⇒ V (x) −→ ∞ (2.6)

V̇ (x) < 0 ∀x ̸= 0n (2.7)

then x = 0n is globally asymptotically stable.

2.3 Invariance principle

The idea of LaSalle’s invariance principle appears from the situation in which asymptotic stability

cannot be concluded due to a negative semi-definite derivative of the Lyapunov function. As it is

explained in [6], “the argument shows, formally, that if in a domain about the origin we can find a

Lyapunov function whose derivative along the trajectories of the system is negative semi-definite,

and if we can establish that no trajectory can stay identically at points where V̇ (x) = 0, except at

the origin, then the origin is asymptotically stable.” Versions of the invariance principle are given

in [6, Section 4.2](under the consideration of a locally Lipschitz-continuous vector field in (2.1)) and

[11, Section 7.2] (under the consideration of a continuous vector field in (2.1)). A Corollary of the

invariance principle that will be applied within the analytical context of this thesis is reproduced

next from [11, Corollary 7.2.1]. We begin by giving a useful definition.

Definition 2.3.1 Invariant set

Given (2.1) and x(t) as a solution of the latter, a set M is set to be an invariant set with respect

to (2.1) if

x(0) ∈M =⇒ x(t) ∈M ∀t ∈ R (2.8)

Corollary 2.3.1 Let x = 0n be an equilibrium point for (2.1). Assume that there exists a con-

tinuously differentiable positive definite radially unbounded function V : Rn −→ R such that

V̇ (x) ≤ 0,∀x ∈ Rn. Suppose that the origin x = 0n is the only invariant subset of the set

Z = {x ∈ Rn : V̇ (x) = 0}. Then, the equilibrium x = 0n of (2.1) is globally asymptotically stable.

2.4 Exponential Stability

Considering an unforced system (which may be autonomous or non-autonomous)

ẋ = f(t, x) (2.9)

a specific case of asymptotic stability is the exponential stability. We recall from [6] the next

definition and the subsequent theorem.

Definition 2.4.1 The equilibrium point x = 0n of (2.9) is exponentially stable if there exist posi-

tive constants c, k, and λ such that

∥x(t)∥ ≤ k∥x(t0)∥e−λ(t−t0) ∀∥x(t0)∥ < c (2.10)

and globally exponentially stable if (2.10) is satisfied for any initial state x(t0).

Exponential stability can be verified by means of the next theorem.
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Theorem 2.4.1 Let x = 0n be an equilibrium point for (2.9) and D ⊂ Rn be a domain containing

x = 0n. Let V : [0,∞)×D −→ R be a continuously differentiable function such that

k1||x||a ≤ V (t, x) ≤ k2||x||a (2.11)

∂V

∂t
+
∂V

∂x
f(t, x) ≤ −k3||x||a (2.12)

∀t ≥ 0 and ∀x ∈ D, where k1, k2, k3 and a are positive constants. Then, x = 0n is exponentially

stable. If the assumptions hold globally, then x = 0n is globally exponentially stable.

2.5 Scalar functions with particular properties

From [19], we recall the next definition and Lemmas.

Definition 2.5.1 A continuous scalar function σ : R −→ R will be said to:

1. be strictly passive if ςσ(ς) > 0,∀ς ̸= 0

2. be strongly passive—for (κ, a, b)—if ςσ(ς) > 0,∀ς ̸= 0, and satisfies |σ(ς)| ≥ κ(min{|ς|, b})a,∀ς ∈
R for positive constants κ, a and b.

3. have a local (κ̄, ā, b̄)-growth restriction —or satisfy a local (κ̄.ā, b̄)-growth condition— if

|σ(ς)| ≤ κ̄|ς|ā,∀|ς| ≤ b̄, for positive constants κ̄, ā and b̄.

4. have a bounded (κ̄, ā, b̄)-growth restriction —or satisfy a bounded (κ̄.ā, b̄)-growth condition—

if |σ(ς)| ≤ κ̄(min{|ς|, b̄})ā,∀ς ∈ R, for positive constants κ̄, ā and b̄.

5. be bounded — by M— if |σ(ς)| ≤M, ∀ς ∈ R, for a positive constant M .

Remark 2.5.1 Let σ be a strictly passive function. Then, from Item 1 of Definition 2.5.1, there

exists positive constants κ, b, a ≥ ā, κ̄, b̄ such that

|σ(ς)| ≥ κ|ς|a ∀|ς| ≤ b and |σ(ς)| ≤ κ̄|ς|ā ∀|ς| ≤ b̄

With σ being additionally nondecreasing, one can notice that:

|σ(ς)| ≥ κ(min{|ς|, b})a ∀ς ∈ R

i.e. a nondecreasing strictly passive function is strongly passive for κ, a, b and satisfies a local

(κ̄, ā, b̄)-growth condition. Furthermore, if σ(ς) is Lipschitz continuous at ς = 0 then, a ≥ 1; while

if min{D+ς(0), D−ς(0)} > 0 then, ā ≤ 1. △

Remark 2.5.2 Consider a function σ with a local (κ̄, ā, b̄)-growth condition and being bounded

by M i.e. |σ(ς)| ≤M,∀ς ∈ R, then

|σ(ς)| ≤ κ̄|ς|ā ≤ max{κ̄,M/b̄ā}|ς|ā ≤ M̄, ∀|ς| ≤ b̄

with M̄ = max{κ̄,M/b̄ā}b̄ā = max{κ̄b̄ā,M} ≥M and in consequence

|σ(ς)| ≤ min
{
max{κ̄,M/b̄ā}|ς|ā,max{κ̄,M/b̄ā}b̄ā

}
= max{κ̄,M/b̄ā}(min{|ς|, b̄})ā,∀ς ∈ R

which proves that σ satisfies a bounded (max{κ̄,M/b̄ā}, ā, b̄)-growth condition. △
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Remark 2.5.3 For an increasing continuous scalar function σ0, the function σ(ς1, ς2) = σ0(ς1 +

ς2) − σ0(ς1) is increasing strictly passive with respect to ς2, uniformly in ς1. Indeed, from the

increasing character of σ0, for any ς1 one can see that

σ(ς1, ς2) = σ0(ς1 + ς2)− σ0(ς1) > 0 ⇐⇒ ς2 > 0

and

σ(ς1, ς2) = σ0(ς1 + ς2)− σ0(ς1) < 0 ⇐⇒ ς2 < 0

Consequently, ς2σ(ς1, ς2) = ς2[σ0(ς1 + ς2)− σ0(ς1)] > 0,∀ς2 ̸= 0,∀ς1 ∈ R. Therefore, the enunciated

result is obtained. △

An equivalent version of the next lemma was stated and proven in [20, Lemma 4].

Lemma 2.5.1 For every j ∈ {1, ..., n}, let σj be a strongly passive function for (κ, a, b), kj be a

positive constant, km = minj{kj}, kM = maxj{kj} and, for any x ∈ Rn and c > 0, let

S0(x; a, c) =

{
||x||1+a if ||x|| ≤ c

ca||x|| if ||x|| > c
(2.13)

Then, letting ϖa = n[sign(1−a)−1](1+a)/4, we have that:∫ x

0

sT (Kz)dz =

n∑
j=1

∫ xj

0

σj(kjzj)dzj ≥
κkamϖa

1 + a
S0(x; a, b/kM ) (2.14)

n∑
j=1

xjσj(kjxj) ≥ κkamϖaS0(x; a, b/kM ),∀x ∈ Rn (2.15)

If ∀j ∈ {1, ..., n}, σj satisfies a bounded (κ̄, ā, b̄)—growth condition then, in addition to the items

above:
n∑
j=1

∫ xj

0

σj(kjzj)dzj ≤ κ̄kāMnS0(x; ā, b̄/kM ) (2.16)

and
n∑
j=1

xjσj(kjxj) ≤ κ̄kāMnS0(x; ā, b̄/kM ) (2.17)

Remark 2.5.4 Note that if a ≤ 1 then—from the expression defining ϖ (for a < 1) and the proof

of Lemma 2.5.1 (for a = 1)—ϖ in expressions (2.14) and (2.15) of Lemma 2.5.1 is equal to unity.

△



Chapter 3

Proposed Control scheme

This chapter presents the proposed control law with the design requirements in accordance to

the formulated objective. The control law corresponds to a PID-like scheme, which involves a

saturation function in each one of the control actions. Consider the control law along with its

auxiliary dynamics:

u(q̄, q̇, φ) = −s1(K1q̄)− s2(K2q̇) + s3(K3φ) (3.1)

φ̇ = −q̇ − ε1ρ(q̄) (3.2)

where:

• q̄ = q − qd, with qd standing for the desired position vector

• s1(x) = [σ11(x1), ..., σ1n(xn)]
T

• s2(x) = [σ21(x1), ..., σ2n(xn)]
T

• s3(x) = [σ31(x1), ..., σ3n(xn)]
T

Throughout the rest of the chapter, we denote kim = minj{kij}, kiM = maxj {kij}.

Design requirements

K1,K2 and K3 are positive definite diagonal matrices, ε1 is a small enough positive constant, and

for every j ∈ {1, .., n} σij , i = 1, 2, are strongly passive functions, for (κi, ai, bi), satisfying a

bounded (κ̄i, ai, bi)- growth restriction such that 0 < a1 ≤ a2 ≤ 1, both (i = 1, 2) being locally

Lipschitz-continuous on R\{0}; σ3j being bounded Lipschitz-continuous strictly increasing strictly

passive functions, and all of them (i = 1, 2, 3) being such that

sup
∀(ς1,ς2,ς3)∈R3

∣∣∣σ1j(ς1) + σ2j(ς2) + σ3j(ς3)
∣∣∣ ≜ Bj < Tj ∀j ∈ {1, ..., n} (3.3)

Furthermore, to ensure that the input is going to be able to compensate the conservative force

steady-state value, it is required

min
{
lim
ς→∞

σ3j(ς),− lim
ς→−∞

σ3j(ς)
}
> Bgj ∀j ∈ {1, ..., n} (3.4)

Additionally, for each j ∈ {1, ..., n}, k1j and σ1j must be such that

|σ1j(k1jς)| > min{kg|ς|, 2Bgj} ∀ς ̸= 0 (3.5)

with kg and Bgj as defined through Assumption 1.4.3.

Moreover

ρ(q̄) = h
(
q̄,

b1
k1M

)
q̄

18
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where b1 is the common parameter involved in the definition of σ1j , h ∈ C0(Rn×R>0; (0, 1]), being

continuously differentiable on Rn \ 0n, uniformly in R>0, and such that ∀c > 0, ρ is a continuously

differentiable function satisfying:

||ρ(x)|| = h(x; c)||x|| ≤ min{||x||, c},∀x ∈ Rn (3.6)

and

−h(x; c) < Dxh(x; c) < 0,∀x ̸= 0n (3.7)

Remark 3.0.1 [13] By (3.7), h is decreasing on any radial direction, and consequently (as h :

Rn × R>0 −→ (0, 1]) h(x; c) −→ ω as ||x|| −→ ∞ for some nonnegative constant ω, whereas, on

any compact connected neighborhood of the origin Υ ⊂ Rn, h is lower bounded by a positive value

hm,Υ or more precisely: 1 ≥ h(0n; c) ≥ h(x; c) ≥ infx∈Υ h(x; c) ≜ hm,Υ = infx∈∂Υ h(x; c) > ω ≥
0,∀x ∈ Υ. △

Remark 3.0.2 As it is demonstrated in [13], a family of functions which fullfill the properties

required by h, is:

h(x; c) =
c

[cϖ + ∥x∥ϖ]1/ϖ

△

for any positive constant ϖ.

Remark 3.0.3 From [13], and considering (3.7):

xT
∂ρ

∂x
(x)x = xT

[
h(x; c)In + x

∂h

∂x
(x; c)

]
x = ||x||2[h(x; c) +Dxh(x; c)] ∀x ̸= 0n

whence, in view of (3.7), we have that 0 < xT ∂ρ∂x (x)x < ∥x∥2, ∀x ̸= 0. Consequently, 0 < ∂ρ
∂x (x) ≤

In, which implies || ∂ρ∂x (x)|| ≤ 1. △

For the rest of the analysis let:

h1(q̄) ≜ h

(
q̄,

b1
k1M

)
Remark 3.0.4 From [20, Remark 12] we have that for every ν ≥ 1 + a1:

||ρ(q̄)||ν ≤
(

b1
k1M

)ν−1−a1
h1(q̄)S1(q̄) ≤

(
b1
k1M

)ν−1−a1
S1(q̄) (3.8)

△

Remark 3.0.5 (3.5) implies the existence of positive constants k̂1j > kg and bj > 2Bgj such that:

|σ1j(k1jς)| ≥ min{k̂1j |ς|, bj} ∀j ∈ {1, ..., n} (3.9)

△

By the satisfaction of (3.3), the closed loop system becomes:

H(q)q̈ + C(q, q̇)q̇ + F q̇ + g(q) = −s1(K1q̄)− s2(K2q̇) + s3(K3φ)

φ̇ = −q̇ − ε1ρ(q̄)

Let φ̄ = φ − φ∗, and s̄3(φ̄) = s3(K3φ̄ + K3φ
∗) − s3(K3φ

∗) with φ∗ = [φ∗
1, ..., φ

∗
n]
T such that

s3(K3φ
∗) = g(qd), or equivalently, φ∗

j = σ−1
3j (gj(qd))/k3j , j = 1, . . . , n (the strictly increasing

character of σ3j and (3.4) ensure invertibility of σ3j on [−Bgj , Bgj ]). Thus, the closed-loop dynamics

can be rewritten as:

H(q)q̈ + C(q, q̇)q̇ + F q̇ + g(q) = −s1(K1q̄)− s2(K2q̇) + s̄3(φ̄) + g(qd)

˙̄φ = −q̇ − ε1ρ(q̄)
(3.10)
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Remark 3.0.6 Notice that by the definition of σ3j(ς), j = 1, . . . , n, and Remarks 2.5.1, 2.5.2 and

2.5.3, there exist positive constants κ3, κ̄3 and b3 such that, in s̄3(σ) = [σ̄31(σ1), ..., σ̄3n(σn))], σ̄3j
is a strongly passive function, for (κ3, 1, b3), satisfying a bounded (κ̄3, 1, b3)-growth condition. △

Let x1 = q̄, x2 = q̇, x3 = φ̄, and consider the consequent state-space representation of the closed-

loop system, which takes the form:

ẋ1 = x2

ẋ2 = H−1(x1 + qd)[−C(x1 + qd, x2)x2 − Fx2 − g(x1 + qd) + g(qd)− s1(K1x1)− s2(K2x2) + s̄3(x3)]

ẋ3 = −x2 − ε1ρ(x1)

(3.11)

Proposition 3.0.1 Consider the closed loop system (3.11) along with the design conditions (3.3),(3.4),

and Remark 3.0.5. Then, |τj(t)| = |uj(q̄(t), q̇(t), φ(t))| < Tj for all j ∈ {1, ..., n}, ∀t ≥ 0, and the

origin of the closed-loop system (x1, x2, x3) = (0n, 0n, 0n) is globally asymptotically stable. In

particular, the origin of the closed-loop system (x1, x2, x3) = (0n, 0n, 0n) is additionally (locally)

exponentially stable if a1 = a2 = 1.

Proof

Considering (1.5) and (3.3), it is possible to notice that, along the system trajectories,

|uj(q̄(t), q̇(t), φ(t))| < Tj , thus |uj(q̄(t), q̇(t), φ(t))| = |τj(t)|, which leads to the first result. The

rest of the proof is divided in 2 stages: global asymptotic stability and local exponential stability.

First stage: Global asymptotic stabilization

Under the consideration of the direct Lyapunov’s method, define the continuously differentiable

scalar function:

V1(x1, x2, x3) =
1

2
xT2H(x1 + qd)x2 +

∫ x1

0n

sT1 (K1z)dz + U (x1) + ε1ρ
T (x1)H(x1 + qd)x2

+

∫ x3

0n

s̄T3 (z)dz (3.12)

where ∫ x1

0n

sT1 (K1z)dz =

n∑
j=1

∫ x1j

0

σ1j(k1jzj)dzj

∫ x3

0n

s̄T3 (z)dz =

n∑
j=1

∫ x3j

0

σ̄3j(zi)dzi

U (x1) = Uol(x1 + qd)− Uol(qd)− gT (qd)x1

=

∫ x1

0n

[g(z + qd)− g(qd)]
T
dz

=

∫ x1

0n

[∫ z

0n

∂g

∂q
(z̄ + qd)dz̄

]T
dz

and ε1 is a positive constant such that:

ε1 < min{ε1M1, ε1M2, ε1M3} (3.13)
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where

ε1M1 =
1

µM

(
k1M
b1

) 1−a1
2

√
2κ1k

a1
1mµmγ1M
1 + a1

ε1M2 =
γ1Mκ1k

a1
1mfm

f2M (b1/k1M )1−a1 + 2γ1Mκ1k
a1
1m(kC

b1
k1M

+ µM )

ε1M3 =
η(1 + a2)γ

1/a2
1M

a2n
2−a2

2 κ̄2k
a2
2M

(
b1
k1M

) a1−a2
a2

(
κ1k

a1
1m(1 + a2)

2n
2−a2

2 κ̄2k
a2
2M

)1/a2

with

γ1M = 1−max

{
kg

k̂1m
,
2BgM
bm

}
(3.14)

and

η ≜ min

{
κ2k

a2
2m

2
,
fm
2

(
b2
k2M

)1−a2
}

(3.15)

(observe that in view of (3.5) and Remark 3.0.5, 0 < γ1M < 1). Also consider the definitions

S0(x; a, c) ≜ ||x||(min{||x||, c})a

S1(x1) ≜ S0

(
x1; a1,

b1
k1M

)
S2(x2) ≜ S0

(
x2; a2,

b2
k2M

)
and

S3(x3) ≜ S0

(
x3; 1,

b3
k3M

)
Notice that the scalar function V1 can be rewritten as:

V1(x1, x2, x3) =
1

2
xT2H(x1 + qd)x2 + γ1

∫ x1

0n

sT1 (K1z)dz + ε1ρ
T (x1)H(x1 + qd)x2 +

∫ x3

0n

s̄T3 (z)dz

+ (1− γ1)

∫ x1

0n

sT1 (K1z)dz + U (x1)

with γ1 satisfying:

max{γ1m1 , γ1m2 , γ1m3} ≜ γ1m < γ1 < γ1M (3.16)

γ1m1
=

(ε1µM )2(1 + a1)

2κ1k
a1
1mµm

(
b1
k1M

)1−a1

γ1m2
=

ε1f
2
M

(κ1k
a1
1m)(fm − 2ε1(kC

b1
k1M

+ µM ))

(
b1
k1M

)1−a1

γ1m3
=

2n
2−a2

2 κ̄2k
a2
2M

κ1k
a1
1m(1 + a2)

(
b1
k1M

)a2−a1 (ε1a2n 2−a2
2 κ̄2k

a2
2M

η(1 + a2)

)a2

(one can see, from (3.13), that ε1 < ε1Mℓ =⇒ γ1mℓ < γ1M , ℓ = 1, 2, 3). The terms of V1(x1, x2, x3)

are analyzed as follows:

1. 1
2x

T
2H(x1 + qd)x2

Considering the lower bound property of the inertia matrix (Property 1.4.1):

1

2
xT2H(x1 + qd)x2 ≥ µm

2
||x2||2
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2. γ1
∫ x1

0n
sT1 (K1z)dz

Recalling (2.14) (in Lemma 2.5.1)

γ1

∫ x1

0n

sT1 (K1z)dz = γ1

n∑
j=1

∫ x1j

0

σ1j(k1jzj)dzj ≥
γ1κ1k

a1
1m

1 + a1
S1(x1) (3.17)

3. ε1ρ
T (x1)H(x1 + qd)x2

Recalling (3.8) for ν = 2:

||ρ(x1)||2 ≤
(

b1
k1M

)1−a1
S1(x1) ⇐⇒ ||ρ(x1)|| ≤

(
b1
k1M

) 1−a1
2

S
1/2
1 (x1)

=⇒ ε1ρ
T (x1)H(x1 + qd)x2 ≥ −ε1µM

(
b1
k1M

) 1−a1
2

S
1/2
1 (x1)||x2||

4.
∫ x3

0n
s̄T3 (z)dz

Considering Lemma 2.5.1 (specifically Eq.(2.14)) and Remark 3.0.6:∫ x3

0n

s̄T3 (z)dz ≥
κ3k3m

2
S3(x3)

5. (1− γ1)
∫ x1

0n
sT1 (K1z)dz + U (x1)

From [15]

U (x1) ≤
n∑
j=1

∫ x1j

0

kgzjdzj (3.18)

U (x1) ≤
n∑
j=1

∫ x1j

0

sign(zj)2Bgjdzj (3.19)

Following a procedure analogous to that shown in [15], under the consideration of Remark

3.0.5:

(1− γ1)

∫ x1

0n

sT1 (K1z)dz + U (x1) ≥
n∑
j=1

∫ x1j

0

sign(zj)min{((1− γ1)k̂1j − kg)|zj |, ((1− γ1)bj − 2Bgj)}dzj

≥
n∑
j=1

∫ x1j

0

sign(zj)min{k̄1j |zj |, b̄1j}dzj =
n∑
j=1

ω1j(x1j )

where

ω1j(x1j ) =

{
k̄1j
2 x

2
1j if |x1j | ≤ b̄1j/k̄1j

b̄1j [|x1j | − b̄1j/2k̄1j ] if |x1j | > b̄1j/k̄1j
(3.20)

and considering

0 < k̄1j ≤ (1− γ1)k̂1j − kg

and

0 < b̄1j ≤ (1− γ1)bj − 2Bgj

(keeping in mind (3.14) and the positive character of γ1m in (3.16), notice that (3.16) =⇒
[(1−γ1)k̂1j−kg > 0]∧ [(1−γ1)bj−2Bgj > 0]). Recalling Lemma B.0.1 which appears in [13],

and which is included in the Appendix B, notice that
∑n
j=1 ω1j(x1j ) is analogous to S(ς) in

the referred Lemma, i.e.

ω1j(x1j) = Ŝ(x1j) =


κkaj
1+a |x1j |

2 ∀|x1j | ≤ bj/kj

κbj [|x1j | − abj
kj(1+a)

] ∀|x1j | > bj/kj
(3.21)
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with κ = 1, a = 1, bj = b̄1j and kj = k̄1j .

Then, by Lemma 2.4 in [13]
∑n
j=1 ω1j(x1j ) is lower bounded as follows:

(1− γ1)

∫ x1

0n

sT1 (K1z)dz + U (x1) ≥
n∑
j=1

Ŝ(x1j) ≥
k̄1m
2
S0

(
x1; 1,

b̄1m
k̄1M

)
(3.22)

where k̄1m = minj{k̄1j}, k̄1M = maxj{k̄1j} and b̄1m = minj{b̄1j}.

Thus, from the bound gotten in items 1–5 above, V1(x1, x2, x3) is lower bounded by:

V1(x1, x2, x3) ≥
µm
2

||x2||2 +
γ1κ1k

a1
1m

1 + a1
S1(x1)− ε1µM

(
b1
k1M

) 1−a1
2

S
1/2
1 (x1)||x2||+

κ3k3m
2

S3(x3)

+
k̄1m
2
S0

(
x1; 1,

b̄1m
k̄1M

)

≥ γ1κ1k
a1
1m

1 + a1
S1(x1)− ε1µM

(
b1
k1M

) 1−a1
2

S
1/2
1 (x1)||x2||+

µm
2

||x2||2 +
κ3k3m

2
S3(x3)

=
1

2

(
S
1/2
1 (x1)

||x2||

)T
Q11

(
S
1/2
1 (x1)

||x2||

)
+
κ3k3m

2
S3(x3) ≜W11(x1, x2, x3) (3.23)

where

Q11 =

(
2γ1κ1k

a1
1m

1+a1
−ε1µM ( b1

k1M
)

1−a1
2

−ε1µM ( b1
k1M

)
1−a1

2 µm

)
(3.24)

and where it has been considered that S0 in (3.22) is positive definite (with respect to x1).

Notice that W11 in (3.23) is positive definite if and only if Q11 > 0, which is satisfied since

γ1 > γ1m1 =⇒ Q11 > 0 (see (3.13)); moreover, W11 in (3.23) is radially unbounded, and

consequently V1(x1, x2, x3) is positive definite and radially unbounded.

Furthermore, the derivative of V1 along the system trajectories is obtained as:

V̇1(x1, x2, x3) = xT2H(x1 + qd)ẋ2 +
1

2
xT2 Ḣ(x1 + qd, x2)x2 + [s1(K1x1) + g(x1 + qd)− g(qd)]

T ẋ1

+ ε1ρ
T (x1)H(x1 + qd)ẋ2 + ε1ρ

T (x1)Ḣ(x1 + qd, x2)x2 + ε1x
T
2H(x1 + qd)

∂ρ(x1)

∂x1
ẋ1

+ s̄T3 (x3)ẋ3

= xT2 [−(s1(K1x1) + s2(K2x2)− s̄3(x3))− C(x1 + qd, x2)x2 − Fx2]

− xT2 [g(x1 + qd)− g(qd)] + ε1ρ
T (x1)[−(s1(K1x1) + s2(K2x2)− s̄3(x3))]

+ ε1ρ
T (x1)[−(C(x1 + qd, x2)x2 + Fx2 + g(x1 + qd)− g(qd))] +

1

2
xT2 Ḣ(x1 + qd, x2)x2

+ [s1(K1x1) + g(x1 + qd)− g(qd)]
Tx2 + ε1ρ

T (x1)Ḣ(x1 + qd, x2)x2

+ ε1x
T
2H(x1 + qd)

∂ρ(x1)

∂x1
x2 + s̄T3 (x3)[−x2 − ε1ρ(x1)]

= xT2 [s1(K1x1)− (s1(K1x1) + s2(K2x2)− s̄3(x3))]− xT2 Fx2 − ε1ρ
T (x1)s1(K1x1)

− ε1ρ
T (x1)[s2(K2x2)− s̄3(x3) + g(x1 + qd)− g(qd)]− ε1ρ

T (x1)Fx2

+ ε1x
T
2 C(x1 + qd, x2)ρ(x1) + ε1x

T
2H(x1 + qd)

∂ρ(x1)

∂x1
x2 + s̄T3 (x3)[−x2 − ε1ρ(x1)]
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V̇1(x1, x2, x3) = −xT2 s2(K2x2)− xT2 Fx2 − γ1ε1ρ
T (x1)s1(K1x1)− ε1ρ

T (x1)s2(K2x2)

− ε1ρ
T (x1)[(1− γ1)s1(K1x1) + (g(x1 + qd)− g(qd))]− ε1ρ

T (x1)Fx2

+ ε1x
T
2 C(x1 + qd, x2)ρ(x1) + ε1x

T
2H(x1 + qd)

∂ρ(x1)

∂x1
x2

(3.25)

where the system dynamics has been replaced and Property 1.4.2 has been considered.

As in the previous analysis, the terms of V̇1 are analyzed by considering a positive constant γ

satisfying

γm < γ < γM

γm = ε1a2n
2−a2

2 κ̄2k
a2
2M

η(1+a2)
γM =

(
γ1κ1k

a1
1m(1+a2)

2n
2−a2

2 κ̄2k
a2
2M

)1/a2 (
b1
k1M

) a1−a2
a2

where k̂1m ≜ minj{k̂1j}, BgM ≜ maxj{Bgj}, bm ≜ minj{bj}, and η as defined in (3.15). Then

1. −xT2 s2(K2x2)− xT2 Fx2
Considering the definition of the function s2(·) whose elements are bounded strongly passive

functions, from (2.15) (Lemma 2.5.1), notice that:

−xT2 s2(K2x2) = −
n∑
j=1

x2jσ2j(k2jx2j) ≤ −κ2ka22mS0(x2; a2, b2/k2M ) = −κ2ka22mS2(x2)

On the other hand, by the properties of F :

−xT2 Fx2 ≤ −fm||x2||2

Therefore:

−xT2 s2(K2x2)− xT2 Fx2 ≤ −κ2ka22mS2(x2)− fm||x2||2

Then, considering the definition and properties of S2(x2) observe that for all ||x2|| ≤ b2/k2M :

−κ2ka22mS2(x2)− fm||x2||2 = −κ2ka22m||x2||1+a2 − fm||x2||2

= −κ2k
a2
2m

2
||x2||1+a2 −

κ2k
a2
2m

2
||x2||a2−1||x2||2 − fm||x2||2

≤ −κ2k
a2
2m

2
||x2||1+a2 −

κ2k
a2
2m

2

(
b2
k2M

)a2−1

||x2||2 − fm||x2||2

= −κ2k
a2
2m

2
||x2||1+a2 −

(
κ2k

a2
2m

2

(
b2
k2M

)a2−1

+ fm

)
||x2||2

≤ −η||x2||1+a2 −
fm
2
||x2||2

where η is as defined in (3.15); moreover, for all ||x2|| > b2/k2M note that:

−κ2ka22mS2(x2)− fm||x2||2 ≤ −fm||x2||2

= −fm
2
||x2||1−a2 ||x2||1+a2 −

fm
2
||x2||2

≤ −fm
2

(
b2
k2M

)1−a2
||x2||1+a2 −

fm
2
||x2||2

≤ −η||x2||1+a2 −
fm
2
||x2||2

whence
−κ2ka22mS2(x2)− fm||x2||2 ≤ −η||x2||1+a2 − fm

2 ||x2||2

=⇒ −xT2 s2(K2x2)− xT2 Fx2 ≤ −η||x2||1+a2 − fm
2 ||x2||2

∀x2 ∈ Rn
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2. −γ1ε1ρT (x1)s1(K1x1)

First of all, consider the definition of ρ, i.e.

−γ1ε1ρT (x1)s1(K1x1) = −γ1ε1h1(x1)xT1 s1(K1x1)

Now, from (2.15) with (κ1, a1, b1):∑n
j=1 x1jσ1j(k1jx1j) ≥ κ1k

a1
1mS0(x1, a1, b1/k1M )

=⇒ −γ1ε1h1(x1)xT1 s1(K1x1) ≤ −γ1ε1κ1ka11mh1(x1)S1(x1)
(3.26)

3. −ε1ρT (x1)s2(K2x2)

Considering Hölder inequality (with ϕ = 2
2−a2 , ψ = 2

a2
), the definition of a strongly passive

function, Young’s inequality (with ϕ = 1 + a2, ψ = 1+a2
a2

), γ > 0 and the properties of ρ(x1)

through (3.6) and (3.8) with ν = 1 + a2, we have that:

−ε1ρT (x1)s2(K2x2) ≤ ε1|ρT (x1)s2(K2x2)|
≤ ε1||ρ(x1)|| 2

2−a2

||s2(K2x2)|| 2
a2

≤ ε1n
2−a2

2 ||ρ(x1)||κ̄2||K2x2||a2

≤ ε1n
2−a2

2 κ̄2k
a2
2M (γ

a2
1+a2 ||ρ(x1)||)(γ−

a2
1+a2 ||x2||a2)

≤ ε1n
2−a2

2 κ̄2k
a2
2M

(
γa2

1 + a2
||ρ(x1)||1+a2 +

a2γ
−1

1 + a2
||x2||1+a2

)
≤
ε1n

2−a2
2 κ̄2k

a2
2M

1 + a2

[
γa2

(
b1
k1M

)a2−a1
h1(x1)S1(x1) + a2γ

−1||x2||1+a2
]

(3.27)

where the condition a1 ≤ a2 has been considered.

4. −ε1ρT (x1)[(1− γ1)s1(K1x1) + g(x1 + qd)− g(qd)]

Considering the definition of ρ note that:

ε1ρ
T (x1)[(1−γ1)s1(K1x1)+g(x1+qd)−g(qd)] = ε1h1(x1)x

T
1 [(1−γ1)s1(K1x1)+g(x1+qd)−g(qd)]

Recalling [15], under the consideration of the properties of strictly passive functions (in

accordance to Definition 2.5.1), and by taking 0 < k̄1j ≤ (1 − γ1)k̂1j − kg and 0 < b̄1j ≤
(1− γ1)bj − 2Bgj :

xT1 [(1− γ1)s1(K1x1) + (g(x1 + qd)− g(qd))]

=

n∑
j=1

|x1j |[(1− γ1)|σ1j(k1jx1j)|+ sign(x1j)(gj(x1 + qd)− gj(qd))]

≥
n∑
j=1

|x1j |[(1− γ1)|σ1j(k1jx1j)| − |gj(x1 + qd)− gj(qd)|]

≥
n∑
j=1

|x1j |min{((1− γ1)k̂1j − kg)|x1j |, (1− γ1)bj − 2Bgj}

≥
n∑
j=1

|x1j |min{k̄1j |x1j |, b̄1j} > 0 (3.28)

where the right-hand-side inequality of (3.16) has been taken into account. Therefore:

−ε1ρT (x1)[(1− γ1)s1(K1x1) + g(x1 + qd)− g(qd)] ≤ −ε1
∑n
j=1 h1(x1j)|x1j |min{k̄1j |x1j |, b̄1j}

Observe that the upper bound is negative definite with respect to x1. Therefore, it is upper

bounded by 0.
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5. −ε1ρT (x1)Fx2
From (3.8) with ν = 2 and considering the properties of F observe that:

−ε1ρT (x1)Fx2 ≤ ε1fM ||ρ(x1)|| · ||x2||

≤ ε1fM

[(
b1
k1M

)1−a1
h1(x1)S1(x1)

]1/2
||x2|| (3.29)

6. ε1x
T
2 C(x1 + qd, x2)ρ(x1) + ε1x

T
2H(x1 + qd)

∂ρ(x1)
∂x1

x2
For the first term, taking into account the properties of ρ (particularly that stated through

(3.6)):

ε1x
T
2 C(x1 + qd, x2)ρ(x1) ≤ ε1kC ||ρ(x1)|| · ||x2||2

≤ ε1kC · b1
k1M

||x2||2

For the second term, recalling Assumption 1.4.1 and Remark 3.0.3:

ε1x
T
2H(x1 + qd)

∂ρ(x1)

∂x1
x2 ≤ ε1µM

∥∥∥∥∂ρ(x1)∂x1

∥∥∥∥ · ||x2||2
≤ ε1µM ||x2||2

Whence

ε1x
T
2 C(x1 + qd, x2)ρ(x1) + ε1x

T
2H(x1 + qd)

∂ρ(x1)

∂x1
x2 ≤ ε1

[
µM + kC

b1
k1M

]
||x2||2 (3.30)
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Therefore, the derivative of V1 is upper bounded as follows:

V̇1(x1, x2, x3) = −xT2 s2(K2x2)− xT2 Fx2 − γ1ε1ρ
T (x1)s1(K1x1)− ε1ρ

T (x1)s2(K2x2)

− ε1ρ
T (x1)[(1− γ1)s1(K1x1) + (g(x1 + qd)− g(qd))]− ε1ρ

T (x1)Fx2

+ ε1x
T
2 C(x1 + qd, x2)ρ(x1) + ε1x

T
2H(x1 + qd)

∂ρ(x1)

∂x1
x2

≤ −η||x2||1+a2 −
fm
2
||x2||2 − γ1ε1κ1k

a1
1mh1(x1)S1(x1)

+
ε1n

2−a2
2 κ̄2k

a2
2M

1 + a2

[
γa2

(
b1
k1M

)a2−a1
h1(x1)S1(x1) + a2γ

−1||x2||1+a2
]

− ε1ρ
T (x1)[(1− γ1)s1(K1x1) + (g(x1 + qd)− g(qd))]

+ ε1fM

[(
b1
k1M

)1−a1
h1(x1)S1(x1)

]1/2
||x2||+ ε1

[
µM + kC

b1
k1M

]
||x2||2

≤ −η||x2||1+a2 −
fm
2
||x2||2 − γ1ε1κ1k

a1
1mh1(x1)S1(x1)

+
ε1n

2−a2
2 κ̄2k

a2
2M

1 + a2

[
γa2

(
b1
k1M

)a2−a1
h1(x1)S1(x1) + a2γ

−1||x2||1+a2
]

+ ε1fM

[(
b1
k1M

)1−a1
h1(x1)S1(x1)

]1/2
||x2||+ ε1

[
µM + kC

b1
k1M

]
||x2||2

= −ε1
[
γ1κ1k

a1
1m −

n
2−a2

2 κ̄2k
a2
2M (b1/k1M )a2−a1

1 + a2
γa2

]
h1(x1)S1(x1)

+ ε1fM

(
b1
k1M

) 1−a1
2

[h1(x1)S1(x1)]
1/2||x2||

−
(
fm
2

− ε1

[
µM + kC

b1
k1M

])
||x2||2 −

[
η −

ε1a2n
2−a2

2 κ̄2k
a2
2M

1 + a2
γ−1

]
||x2||1+a2

The last expression can be rewritten as

V̇1(x1, x2, x3) ≤ −1

2
γ1ε1κ1k

a1
1mh1(x1)S1(x1) + ε1fM

(
b1
k1M

) 1−a1
2

[h1(x1)S1(x1)]
1/2||x2||

−
[
fm
2

− ε1

(
µM + kC

b1
k1M

)]
||x2||2

− ε1

[
γ1κ1k

a1
1m

2
−
n

2−a2
2 κ̄2k

a2
2M (b1/k1M )a2−a1

1 + a2
γa2

]
h1(x1)S1(x1)

−

[
η −

ε1a2n
2−a2

2 κ̄2k
a2
2M

1 + a2
γ−1

]
||x2||1+a2

V̇1(x1, x2) ≤ −1

2

(
[h1(x1)S1(x1)]

1/2

||x2||

)T
Q12

(
[h1(x1)S1(x1)]

1/2

||x2||

)
− ε1p

14
1 h1(x1)S1(x1)− p142 ||x2||1+a2 ≜W14(x1, x2) (3.31)
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where

Q12 =


γ1ε1κ1k

a1
1m −ε1fM

(
b1
k1M

) 1−a1
2

−ε1fM
(

b1
k1M

) 1−a1
2

fm − 2ε1(µM + kC
b1
k1M

)

 (3.32)

p141 =
γ1κ1k

a1
1m

2
−
n

2−a2
2 κ̄2k

a2
2M (b1/k1M )a2−a1

1 + a2
γa2

p142 = η −
ε1a2n

2−a2
2 κ̄2k

a2
2M

1 + a2
γ−1

Let us note that γ1m2 < γ1 < γ1M =⇒ Q12 > 0. Moreover, one can corroborate that γ1m3 <

γ1 < γ1M and γm < γ < γM =⇒ p141 > 0 and p142 > 0, whence, W14 in (3.31) is concluded to be

negative definite. Now, let:

Ω ≜ {(x1, x2, x3) ∈ Rn × Rn × Rn : V̇1 = 0} = {(x1, x2, x3) ∈ Rn × Rn × Rn : x1 = x2 = 0n}

Moreover, notice that x1(t) ≡ x2(t) ≡ 0n =⇒ ẋ2(t) ≡ 0n. Hence, for a solution to remain in

Ω,∀t ≥ 0, it would be necessary that x1(t) ≡ x2(t) ≡ ẋ2(t) ≡ 0n and by (3.10):

H(0n + qd)0n + C(0n + qd, 0n)0n + F0n + g(0n + qd) = −s1(K10n)− s2(K20n) + s̄3(x3) + g(qd)

=⇒ s̄3(x3) = 0n ⇐⇒ x3 = 0n ∀t ≥ 0 (3.33)

Thus, {03n} is the only invariant set in Ω. Hence, since V1(x1, x2, x3) is positive definite and radially

unbounded, V̇1(x1, x2, x3) is negative semi-definite, by the invariance theory (Corollary 2.3.1), we

conclude that the origin of the closed-loop system (3.11) is globally asymptotically stable.

2nd Stage: Exponential stabilization

Since the first stage of the proof includes the case a1 = a2 = 1, global asymptotic stability of

the trivial solution of the closed loop system is already proven; consequently, exponential stability

is left to be proven. First consider a 3n dimensional ball B3n
ϱ of radius ϱ for any positive ϱ ≤

mini=1,2,3

{
bi
kiM

}
.

Notice that:

• (xT1 xT2 xT3 )
T ∈ B3n

ϱ =⇒ max{||x1||, ||x2||, ||x3||} ≤ ϱ

• ∀i ∈ {1, 2, 3}, ϱ ≤ bi
kiM

≤ bi
kij

∀j ∈ {1, . . . , n}

Whence (xT1 xT2 xT3 )
T ∈ B3n

ϱ =⇒ ∀j ∈ {1, ..., n},

|x1j | ≤ ||x1|| ≤
b1
k1M

≤ b1
k1j

,

|x2j | ≤ ||x2|| ≤
b2
k2M

≤ b2
k2j

, and

|x3j | ≤ ||x3|| ≤
b3
k3M

≤ b3
k3j

Consider also a1 = a2 = 1 for the rest of the analysis.

Now, let:

V2(x1, x2, x3) = V1(x1, x2, x3)− ε2x
T
3H(x1 + qd)x2
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i.e.

V2(x1, x2, x3) =
1

2
xT2H(x1 + qd)x2 +

∫ x1

0n

sT1 (K1z)dz + U (x1) + ε1ρ
T (x1)H(x1 + qd)x2

+

∫ x3

0n

s̄T3 (z)dz − ε2x
T
3H(x1 + qd)x2

(3.34)

with ε1 satisfying

ε1 < min{ε1M1, ε1M2, ε1M3, ε1M4, ε1M5} (3.35)

where ε1M1, ε1M2 and ε1M3 are defined as in (3.13), and

ε1M4 =
1

µM

[
κ1k1mµmγ2M

2

]1/2

ε1M5 =
γ2Mκ1k1mh

∗
1(fm + κ2k2m)

2(fM + κ̄2k2M )2 + 4γ2Mκ1k1mh∗1(kcϱ+ µM )

with

h∗1 ≜ hm,Bn
ϱ
= inf
q̄∈∂Bn

ϱ

h1(q̄) = inf
∥q̄∥=ϱ

h1(q̄)

ε2 being a positive constant such that:

ε2 < min{ε2M1, ε2M2, ε2M3, ε2M4} (3.36)

where

ε2M1 =
1

µM

[
κ3k3mµm

2

]1/2
ε2M2 =

1

2µM

[
γ2Mκ1k1mh

∗
1dm

ε1

]1/2

ε2M3 =
γ2Mε1κ1k1mh

∗
1κ3k3mdm

dm(kg + κ̄1k1M )2 + γ2Mε1κ1k1mh∗1θ
2 ε2M4 =

dm
4(kcϱ+ µM )

with

θ = fM + κ̄2k2M (3.37a)

dm = fm + κ2k2m (3.37b)

and with γ2 < 1 being a positive constant satisfying:

max{γ2m1, γ2m2, γ2m3, γ2m4} < γ2 < γ2M (3.38)

where

γ2m1 =
2ε21µ

2
M

κ1k1mµm
γ2m2 =

ε1θ
2

κ1k1mh∗1[
dm
2 − 2ε1(kcϱ+ µM )]

γ2m3 =
4ε1ε

2
2µ

2
M

κ1k1mh∗1dm
γ2m4 =

ε2dm(kg + κ̄1k1M )2

ε1κ1k1mh∗1[κ3k3mdm − ε2θ2]

γ2M = 1−max

{
kg

k̂1m
,
2BgM
bm

}
where it can be corroborated that ε1 < ε1M4, ε1 < ε1M5, ε2 < ε2M2, and ε2 < ε2M3 imply

γ2mj < γ2M , j = 1, ..., 4, respectively. Consider also 0 < k̄1j ≤ (1 − γ2)k̂1j − kg , 0 < b̄1j ≤
(1− γ2)bj − 2Bgj.
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On the one hand, note that on B3n
ϱ :

V2(x1, x2, x3) ≥
µm
2

||x2||2 +
γ2κ1k1m

2
||x1||2 +

k̄1m
2
S0

(
x1; 1,

b̄1m
k̄1M

)
− ε1µM ||x1|| · ||x2||

+
κ3k3m

2
||x3||2 − ε2µM ||x2|| · ||x3||

≥ µm
2

||x2||2 +
γ2κ1k1m

2
||x1||2 − ε1µM ||x1|| · ||x2||+

κ3k3m
2

||x3||2

− ε2µM ||x2|| · ||x3||

=
1

2

(
||x1||
||x2||

)T
Q211

(
||x1||
||x2||

)
+

1

2

(
||x2||
||x3||

)T
Q212

(
||x2||
||x3||

)
≜W21(x1, x2, x3) (3.39)

where

Q211 =

(
γ2κ1k1m −ε1µM
−ε1µM µm

2

)
(3.40)

Q212 =

(
µm

2 −ε2µM
−ε2µM κ3k3m

)
(3.41)

Notice that γ2m1 < γ2 < γ2M =⇒ Q211 > 0. Moreover ε2 < ε2M1 =⇒ Q212 > 0. Thus, W21 in

(3.39) is positive definite.

On the other hand, recalling property 1.4.1 (on the inertia matrix), (2.16), (3.18), (3.19), (3.9),

the properties of ρ, and Young’s Inequality with ϕ = ψ = 2, V2(x1, x2, x3) is upper bounded in B3n
ϱ

as follows:

V2(x1, x2, x3) ≤
1

2
µM ||x2||2 + κ̄1k1Mn||x1||2 +

n∑
j=1

∫ x1j

0

sign(zj)min
{
kg|zj |, 2Bgj

}
+ ε1µm||ρ(x1)|| · ||x2||+ κ̄3k3Mn||x3||2 + ε2µM ||x2|| · ||x3||

≤ 1

2
µM ||x2||2 + κ̄1k1Mn||x1||2 +

n∑
j=1

∫ x1j

0

σ1(k1jzj) + ε1µm||x1|| · ||x2||

+ κ̄3k3Mn||x3||2 + ε2µM ||x2|| · ||x3||

≤ 1

2
µM ||x2||2 + 2κ̄1k1Mn||x1||2 +

ε1µm
2

[||x1||2 + ||x2||2] + κ̄3k3Mn||x3||2

+
ε2µM
2

[||x2||2 + ||x3||2]

= p221 ||x1||2 + p222 ||x2||2 + p223 ||x3||2 ≜W22(x1, x2, x3) (3.42)

where

p221 = 2κ̄1k1Mn+
ε1µm
2

p222 =
1

2
µM +

ε1µm
2

+
ε2µM
2

p223 = κ̄3k3Mn+
ε2µM
2

whence positive definiteness of W22 in (3.42) can be corroborated. Then, from the conclusions

gotten for both W21 and W22, V2(x1, x2, x3) is concluded to be positive definite.
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The derivative of V2(x1, x2, x3) along the system trajectories is

V̇2(x1, x2, x3) = xT2H(x1 + qd)ẋ2 +
1

2
xT2 Ḣ(x1 + qd, x2)x2 + sT1 (K1x1)ẋ1 + [g(x1 + qd)− g(qd)]

T ẋ1

+ ε1ρ
T (x1)H(x1 + qd)ẋ2 + ε1ρ

T (x1)Ḣ(x1 + qd, x2)x2 + ε1x
T
2H(x1 + qd)

∂ρ(x1)

∂x1
ẋ1

+ s̄T3 (x3)ẋ3 − ε2x
T
3H(x1 + qd)ẋ2 − ε2x

T
3 Ḣ(x1 + qd, x2)x2 − ε2x

T
2H(x1 + qd)ẋ3

= xT2H(x1 + qd)[−C(x1 + qd, x2)x2 − Fx2 − (g(x1 + qd)− g(qd))− s1(K1x1)]

+ xT2H(x1 + qd)[−s2(K2x2) + s̄3(x3)] +
1

2
xT2 Ḣ(x1 + qd, x2)x2 + sT1 (K1x1)x2

+ [g(x1 + qd)− g(qd)]
Tx2 + ε1ρ

T (x1)H(x1 + qd)[−C(x1 + qd, x2)x2 − Fx2]

+ ε1ρ
T (x1)H(x1 + qd)[−(g(x1 + qd)− g(qd))− s1(K1x1)− s2(K2x2) + s̄3(x3)]

+ ε1ρ
T (x1)[C(x1 + qd, x2) + CT (x1 + qd, x2)]x2 + ε1x

T
2H(x1 + qd)

∂ρ(x1)

∂x1
x2 + s̄T3 (x3)ẋ3

− ε2x
T
3 [−C(x1 + qd, x2)x2 − Fx2 − (g(x1 + qd)− g(qd))− s1(K1x1)− s2(K2x2) + s̄3(x3)]

− ε2x
T
3 [C(x1 + qd, x2) + CT (x1 + qd, x2)]x2 − ε2x

T
2H(x1 + qd)[−x2 − ε1ρ(x1)]

= −xT2 Fx2 − xT2 s2(K2x2)− ε1ρ
T (x1)Fx2 − γ2ε1ρ

T (x1)s1(K1x1)− ε1ρ
T (x1)s2(K2x2)

− ε1ρ
T (x1)[(1− γ2)s1(K1x1) + (g(x1 + qd)− g(qd))] + ε1x

T
2 C(x1 + qd, x2)ρ(x1)

+ ε1x
T
2H(x1 + qd)

∂ρ(x1)

∂x1
x2 + ε2x

T
3 Fx2 + ε2x

T
3 (g(x1 + qd)− g(qd)) + ε2x

T
3 s1(K1x1)

+ ε2x
T
3 s2(K2x2)− ε2x

T
3 s̄3(x3)− ε2x

T
2 C(x1 + qd, x2)x3 + ε2x

T
2H(x1 + qd)x2

+ ε1ε2x
T
2H(x1 + qd)ρ(x1)

According to the properties of each element, and recalling the bound of the 4th element in V̇1 in

(3.28) and Remark 1, it can be seen that in B3n
ϱ :

V̇2(x1, x2, x3) ≤ −(fm + κ2k2m)||x2||2 + ε1fM ||x1|| · ||x2|| − γ2ε1κ1k1mh
∗
1||x1||2 + ε1|ρT (x1)s2(K2x2)|

+ ε1kcϱ||x2||2 + ε1µM ||x2||2 + ε2fM ||x2|| · ||x3||+ ε2kg||x1|| · ||x3||+ ε2|xT3 s1(K1x1)|
+ ε2|xT3 s2(K2x2)| − ε2x

T
3 s̄3(x3) + ε2ϱkc||x2||2 + ε2µM ||x2||2 + ε1ε2µM ||x1|| · ||x2||

≤ −(fm + κ2k2m)||x2||2 + ε1fM ||x1|| · ||x2|| − γ2ε1κ1k1mh
∗
1||x1||2 + ε1κ̄2k2M ||x1|| · ||x2||

+ ε1kcϱ||x2||2 + ε1µM ||x2||2 + ε2fM ||x2|| · ||x3||+ ε2kg||x1|| · ||x3||+ ε2κ̄1k1M ||x1|| · ||x3||
+ ε2κ̄2k2M ||x2|| · ||x3|| − ε2κ3k3m||x3||2 + ε2ϱkc||x2||2 + ε2µM ||x2||2 + ε1ε2µM ||x1|| · ||x2||

= −γ2ε1κ1k1mh∗1||x1||2 + ε1[(fM + κ̄2k2M ) + ε2µM ]||x1|| · ||x2||
− [(fm + κ2k2m)− ε1(kcϱ+ µM ) + ε2(kcϱ+ µM )]||x2||2 + ε2(fM + κ̄2k2M )

− ε2κ3k3m||x3||2 + ε2(kg + κ̄1k1M )||x1|| · ||x3||

By taking θ and dm as in (3.37), the last expression can be rewritten as:

V̇2(x1, x2, x3) ≤ −1

2

(
||x1||
||x2||

)T
Q241

(
||x1||
||x2||

)
− 1

2

(
||x1||
||x2||

)T
Q242

(
||x1||
||x2||

)
− 1

2

||x1||
||x2||
||x3||


T

Q243

||x1||
||x2||
||x3||


− p241 ||x2||2 ≜W24(x1, x2, x3)

(3.43)
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where

Q241 =

(
γ2ε1κ1k1mh

∗
1 −ε1θ

−ε1θ dm
2 − 2ε1(kcϱ+ µM )

)

Q242 =

 1
2γ2ε1κ1k1mh

∗
1 −ε1ε2µM

−ε1ε2µM dm
2


Q243 =

 1
2γ2ε1κ1k1mh

∗
1 0 −ε2(kg + κ̄1k1M )

0 dm
2 −ε2θ

−ε2(kg + κ̄1k1M ) −ε2θ 2ε2κ3k3m


p241 =

dm
4

− ε2(kcϱ+ µM )

Notice that γ2m2 < γ2 < γ2M =⇒ Q241 > 0, γ2m3 < γ2 < γ2M =⇒ Q242 > 0, and γ2m4 <

γ2 < γ2M =⇒ Q243 > 0. Also, since ε2 < ε2M4, p
24
1 is positive. Thus, W24 in (3.43) is negative

definite, and so is V̇2(x1, x2, x3).

Recalling (3.39), (3.42) and (3.43), and defining ζ = (xT1 xT2 xT3 )
T the established bounds can

be considered as:

V2(ζ) ≥
1

2

(
||x1||
||x2||

)T
Q211

(
||x1||
||x2||

)
+

1

2

(
||x2||
||x3||

)T
Q212

(
||x2||
||x3||

)

≥ p̄211 ||x1||2 + p̄212 ||x2||2 + p̄213 ||x3||2

≥ p̄21
[
||x1||2 + ||x2||2 + ||x3||2

]
= p̄21||ζ||2

where
p̄211 = λm(Q211)

2 , p̄212 = 1
2 [λm(Q211) + λm(Q212)], p̄213 = λm(Q212)

2

p̄21 = min{p̄211 , p̄212 , p̄213 }

V2(ζ) ≤ p221 ||x1||2 + p222 ||x2||2 + p223 ||x3||2

≤ p̄22
[
||x1||2 + ||x2||2 + ||x3||2

]
= p̄22||ζ||2

where

p̄22 = max{p221 , p222 , p223 }

V̇2(ζ) ≤ −p̄241 ||x1||2 − p̄242 ||x2||2 − p̄243 ||x3||2

≤ −p̄24
[
||x1||2 + ||x2||2 + ||x3||2

]
= −p̄24||ζ||2

where

p̄241 = 1
2 [λm(Q241) + λm(Q242) + λm(Q243)] p̄242 = p̄241 + p241 p̄243 = 1

2λm(Q243)

p̄24 = min{p̄241 , p̄242 , p̄243 }

Therefore, by Theorem 2.4.1, the origin of the system (3.11) is (locally) exponentially stable.
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Simulation Results

This section has the objective to provide some simulation results that were implemented in order to

show the efficiency of the proposed controller and the benefits in comparison to previous schemes.

For the simulation, the model of a 2-DOF mechanical system has been considered. Such a model

has been involved, for instance, in [15].

The various matrices and vectors involved in the open-loop system dynamics (1.4) are1

H(q) =

(
2.351 + 0.168 cos q2 0.102 + 0.084 cos q2
0.102 + 0.084 cos q2 0.102

)

C(q, q̇) =

(
−0.084q̇2 sin q2 −0.084(q̇1 + q̇2) sin q2
0.084q̇1 sin q2 0

)

F =

(
2.288 0

0 0.175

)

g(q) =

(
38.465 sin q1 + 1.825 sin q1 + q2

1.825 sin q1 + q2

)
whence Assumption 1.4.3 can be corroborated to be satisfied with Bg1 = 40.29, Bg2 = 1.825 and

kg = 40.37. Consider also the input saturation values as T1 = 150, T2 = 15. The desired position

will be considered to be qd = [π/4, π/2] at every one of the implemented simulations tests.

In order to satisfy the design requirements on the functions involved in the proposed control

scheme, let us define the next ones based on [9] and [15]:

σbh(ς; a,M) = sign(ς)min{|ς|a,M} (4.1a)

σbs(ς;L,M) =


ς if |ς| ≤ L

sign(ς)L+ (M − L) tanh

(
ς − sign(ς)L

M − L

)
if |ς| > L

(4.1b)

with L and a as positive constants such that 0 < L < M and a ≤ 1. Then, the controller saturation

functions are:

σij(ς) = σbh(ς; ai,Mij), ∀i ∈ {1, 2},∀j ∈ {1, 2} (4.2a)

σ3j(ς) = σbs(ς;L3j ,M3j), ∀j ∈ {1, 2} (4.2b)

1For the sake of simplicity, units will be omitted.

33
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As for the auxiliary dynamics, the function h is taken as shown in Remark 3.0.2, with ϖ = 2.

Thus

ρ(x1; b1/k1M ) =
(b1/k1M )x1

[(b1/k1M )2 + ∥x1∥2]1/2

Conditions under which (3.9) and (3.4) are satisfied respectively are:

k1j > kg(2Bgj)
1−a1
a1 (4.3a)

M1j > 2Bgj (4.3b)

M3j > Bgj (4.4)

Inequalities (4.3) are derived in Appendix A, which in fact constitutes a special case of the deriva-

tion presented in [15, Appendix 8.2].

Therefore, M11 = 85,M12 = 4, M31 = 45,M32 = 2. With respect to M2j , as (3.3) must be

satisfied, M21 = 19,M22 = 5. Then, given the definition of σ1j(ς), b1 can be calculated by:

b1 = min
j

{b1j} = min
j

{M1/a1
1j } (4.5)

Note: The control law using 0 < a1 ≤ a2 < 1, will be referred to as “FEW-controller” (for

fractional exponential weights) or for simplicity “FEW”, while the case where a1 = a2 = 1 will be

denoted as “UEW- controller” (for unitary exponential weights) or for simplicity “UEW”.

4.1 FEW vs UEW

A first test compares the asymptotic behavior of the system using the generalized controller with

0 < a1 < a2 < 1 versus the use of a1 = a2 = 1. In the first case, the exponential weights were

taken as a1 = 0.8 and a2 = 0.9. In both cases ε1 = 100 and the gain matrices are

K1 =

(
300 0

0 250

)
K2 =

(
40 0

0 3

)
K3 =

(
25 0

0 35

)
(4.6)

Fig.4.1 shows the position error and the control signal in the first and second DOF for both

controllers. Observe that even when in both cases the objective is achieved, the FEW controller

is faster than the UEW one (which is clearer from the graph corresponding to link 2). Moreover,

the last one presents a more important overshoot than the FEW (particularly seen in the graph

corresponding to link 1). About the input signal u(t), one can see that input saturation avoidance

is accomplished in both DOF.
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Figure 4.1: FEW vs UEW controller

In order to measure the approximate stabilization time, we obtain the “ρ-stabilization time”

as tρ = inf{ts ≥ 0 : ∥q̄T (t), q̇T (t)∥ ≤ ρ,∀t ≥ ts}. Then, for ρ = 0.001 the values that are shown

in Table 4.1, are obtained from the simulation data. Notice that the ρ-stabilization time for the

FEW controller is smaller than when using the UEW controller. Furthermore, the graph of the

position error signal with approximately 1000 times zoom shows that the UEW controller keeps

oscillating around the origin longer than the FEW one does, which is clearer in the first link.

Fig. 4.2 shows the integral action reaching the desired conservative-force compensation for

both FEW and UEW controllers. In this case, the stabilization time does not differ too much;

nevertheless, the fact that both controllers are able to stabilize at g(qd) shows that by including

the integral action, the steady position error is able to reach 0 without using the exact value of

g(qd) as in other schemes.

Figure 4.2: s3(K3φ) vs g(qd)
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FEW UEW

t0.001 3.2846 s 3.959 s

Table 4.1: ρ-stabilization time

For further comparisons among both FEW and UEW controllers, and following the procedure

shown in [9], two performance indices are obtained. A first one refers to the sum of the integral of

the square of the position error in each DOF, which will be referred to as “ISE”:
∑2
j=1

∫ tfj
t0j

q̄j(t)
2dt,

where t0j represents the moment in which the position error signal reaches the equilibrium value

for the first time for the jth link, and tfj = t0j + δ with δ being a positive constant. This index

measures the effect of the overshoot as well as the existent oscillations around the equilibrium

point. The second index is the integral of the square of the input torques (ISI):
∫ tf
0
[
∑2
j=1 uj(t)

2]dt

with tf as the final simulation time; in this case, the objective is to measure the effort made by

the control signal. These indices for both FEW and UEW controllers are shown in the table 4.2.

Observe that the ISE shows a considerably smaller value in the FEW case than in the UEW one,

which corroborates the presented overshoot in the first link, as well as the oscillation phenomenon.

Notice also that the ISI index corroborates that the regulation objective is achieved with less effort

from the control signal in the FEW controller with respect to the UEW one.

Index FEW. UEW

ISE 4.871exp−05 0.0247865

ISI 4036 5279

Table 4.2: Performance index evaluation for FEW and UEW controllers

4.2 FEW vs Desired conservative force compensation

Fig. 4.3 shows the comparison between the proposed PID-like generalized scheme presented here

and the SP-SD with desired conservative force compensation approach [15] under the consideration

of a biased estimation of such a compensation term, i.e.

u(q, q̇) = s1(K1q̄) + s2(K2q̇) + ĝ(qd)

From [15] one can corroborate that the saturation functions, involved in the proportional and

derivative actions in the control law, are analogous to the ones that are expressed in (4.2). Con-

sidering the input saturation bounds T1 = 150 and T2 = 15 and the requirement [15, Eq. (12)],

we obtain Bgj for j = 1, 2 as Bg1 = 37.77 and Bg2 = 1.825; then, in order to satisfy the men-

tioned requirement, the bounds Mij for i = 1, 2 and j = 1, 2 are kept as M11 = 85,M12 = 4,

M21 = 19,M22 = 6. As for the control gain values, these are considered as in (4.6) for both

controllers. This test simulates an error in the parameter estimated values, more precisely taking

ĝ(qd) = 1.2 ∗ g(qd). Parameter estimation bias is a possibility when using desired gravity compen-

sation. As it can be seen, when a biased value is entered, the steady state error cannot reach 0,

while the FEW controller reaches that value independently of the parameter values. In fact this is

the main advantage of the PID-like controllers.
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Figure 4.3: FEW vs Biased desired conservative force compensation

4.3 Changing desired position value

The next test has the objective to show the speed at which the controller is able to respond when a

change in the reference occurs. In this case, the change is made at 5 seconds, from qd = [π/4, π/2]

to qd = [π/6, π/3], and with bounds and gains for each action keeping the same values than in the

first test. One can see in Fig. 4.4 that the position error signal presents a better behavior when

using the FEW controller, than when using unitary a’s, e.g. less overshoot, faster stabilization

(particularly seen in the graphs corresponding to link 1).

Figure 4.4: FEW controller vs UEW controller: change of desired position

Moreover, the ρ-stabilization time from 5 seconds (the instant when the reference change is

introduced) for ρ = 0.0001 is as shown in Table 4.3, where it can be corroborated that the FEW

controller still achieves stabilization in less time, than when using unitary a’s.
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FEW UEW

t0.0001 2.7962 s 3.2969 s

Table 4.3: ρ-stabilization time at the reference change

4.4 FEW vs S10

For comparison purposes (involving the controller developed here), a simulation of another PID-

like scheme is worthy; specifically the one proposed in [12], which will be referred to as S10, and

is expressed as

u = −KP tanh(q̄)−KI tanh(ϕ)−KD tanh(q̇) (4.7a)

ϕ̇ = α2q̇ + α tanh(q̄) (4.7b)

where α is a large enough positive constant and with tanh(x) = [tanhx1, ..., tanhxn] for any

x ∈ Rn. As it is explained in the experimental results section in [9], the initial condition for the

variable ϕ is forced in [12] to be taken as ϕ(0) = α2q̄(0). Moreover, the design requirements derived

in [12] are taken into account. Then, for the FEW controller, the gain matrices are taken as in

(4.6) with a1 = 0.8 and a2 = 0.9. On the other hand, for the S10 controller, the gain matrices are2

K1 =

(
25 0

0 9

)
K2 =

(
30 0

0 3.1

)
K3 =

(
45 0

0 2

)
(4.8)

A first simulation using α = 23 returns the results shown in Fig. 4.5, where for both controllers,

the stabilization objective is achieved avoiding input saturation. Notice that the S10 controller

seems to be faster than the FEW, but when zoomed in (about 100 times), it can be seen that the

S10 does not get as close to the origin throughout the duration of the simulation as the other one.

Nevertheless, a tendency of decrease is noted in the S10 case.

Figure 4.5: Position error and control signal for FEW and S10 controllers, α = 23

2Notice that in the case of the S10 controller, in Eqs. (4.7), the control gains simultaneously play the role of

the saturation value of the corresponding (P, I, D) control action, which imposes a restriction on their size through

which the control inputs be guaranteed to avoid their corresponding input saturation value (in view of which they

cannot be arbitrarily large).
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Figure 4.6: Position and velocity errors norm for FEW and S10 controllers, α = 23

On the other hand, the norm on the position and velocity errors for the two cases are illustrated

in Fig. 4.6, where once again it can be seen that even when the norm in S10 is very close to the

origin, the FEW signal converge considerably faster.

In order to apply a more specific criterion for comparison purposes, the ρ-stabilization time

is obtained with ρ = 0.01 and ρ = 0.0065 (Table 4.4). These data make it easier to notice that

the FEW error norm converge faster than the S10 one. Observe that for both values of ρ the

stabilization time values remain close in the case of the FEW controller, while for the S10 one, the

difference between its stabilization time values is quite large (about 5.6 seconds). It is further worth

adding that when using a smaller value of ρ, the simulation time (10 seconds) was not enough to

get a ρ-stabilization time for the S10 case.

FEW S10

t0.01 2.8921 s 3.2301 s

t0.0065 2.9212 s 8.8477 s

Table 4.4: ρ-stabilization time for FEW and S10 controllers

Let us emphasize that with α = 23 the design requirements derived in [12] are satisfied giving

rise to a simulation with a response that is not optimal. Nevertheless a second simulation with

the same gain matrices and using an α value for which all the requirements are not fulfilled was

made, i.e. α = 5, obtaining faster responses and consequently a smaller ρ-stabilization time. It

is worth mentioning that the design requirement that was not satisfied is not related to the input

saturation avoidance condition. Position error and control signal are shown in Fig. 4.7, where in

each DOF, the position error gets closer to the origin quicker than when using α = 23.
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Figure 4.7: Position error and control signal for FEW and S10 controllers, α = 5

As in the previous α choice, the norm on the position and velocity errors is obtained for both

cases (Fig 4.8), which corroborates a faster convergence to the origin. However, even with the

convergence improvement, the FEW controller shows a faster response behavior. In addition, the

ρ-stabilization time is derived with ρ = 0.002 for the two control laws as it is presented in Table

4.5. Notice that as happened with α = 23, the S10 control law gives rise to the largest stabilization

time.

Figure 4.8: Position and velocity errors norm for FEW and S10 controllers, α = 5
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FEW S10

t0.002 3.3820 s 6.3886 s

Table 4.5: 0.002-stabilization time for FEW and S10 controllers

4.5 Noise in the feedback signal

Let us note that the simulation results do not need to deal with the way of getting the position

or velocity, either by direct measurement or by an approximation, since this was not considered in

the problem formulation and those vectors are consequently obtained directly from the simulation.

Nevertheless in order to include a possible difficulty during the measurement of those vectors, a

test of the controller under noise in the feedback (position or velocity) signal is made. In order

to simulate the noise, a random number signal was used, for which the variance and sample time

can be changed; those values were chosen according to the test situation. As for the tests, three

cases are developed, for which FEW and UEW controllers are compared. For all the cases the gain

matrices were kept as:

K1 =

(
200 0

0 150

)
K2 =

(
40 0

0 3

)
K3 =

(
15 0

0 25

)
(4.9)

additionally taking ε1 = 90, and a1 = 0.7 and a2 = 0.8 for the FEW controller; the desired position

is kept in qd = [π/4, π/2], and T1 = 150, T2 = 15. A first case includes noise just in the feedback

position vector (see Fig. 4.9), with a sample time of 0.05 and a variance of 1 × 10−5. Despite

the presence of noise, the control signal (for both links) is kept below the saturation bound Tj ;

nevertheless, a significant detail is the important effect of the noise in the control signal for the 2nd

link compared to the 1st one. On the other hand, it can be noted that the difference between the

position error response of both controllers is minimum, as the noise affects both of them almost in

the same way.

Figure 4.9: Position error and control signal with noise in the position feedback

As a more exact way to measure the effect of the noise in both controllers responses, the ISE is

obtained as
∫ tf
t0
[
∑2
j=1 q̄j(t)

2]dt, where t0 = tρ (with ρ corresponding to the ρ-stabilization time);
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and tf = t0 + δ with δ = 5. For this measurement, ρ took the value ρ = 0.6, which unlike previous

cases, was higher due to the presence of the noise, and even when the magnitude of the noise is

relatively small. The ISE results (see Table 4.6) corroborate the first sight about the difference

between the responses from both controllers. Notice that in this case, the calculation of the ISE

index indicates a higher impact of the noise for the UEW controller.

FEW UEW

ISE 0.006902 0.007732

Table 4.6: ISE for FEW and UEW controllers with noise in the position feedback

A second test, contemplates noise involved in the velocity feedback vector. The results for

position error and control signal are presented in Fig. 4.10, where the sample time is 0.05 and

the variance was taken as 1× 10−3. Notice that the variance value for the velocity is considerably

smaller than the position one, due to the major impact that the noise signal has in the development

of the response by being involved in the position feedback. As in the previous case, the position

error responses for both controllers are almost the same, which is corroborated to the calculation

of the ISE (Table 4.7) with an initial time of tρ and tf = t0 + δ with δ = 5. In this case, as the

impact of the noise is less than in the previous one, the ρ value was taken as ρ = 0.3. Notice that

in this case, the ISE index calculation indicates a higher impact for the FEW controller, although

this was only around 40% higher than the that calculated for the UEW controller.

Figure 4.10: Position error and control signal with noise in the velocity feedback

FEW UEW

ISE 0.0003544 0.0002526

Table 4.7: ISE for FEW and UEW controllers with noise in the velocity feedback

The last test contemplates the noise in both position and velocity vectors simultaneously, for

which the same values of variance were taken respectively, i.e. 1×10−5 for position and 1×10−3 for

velocity, with a sample time of 0.05 for both cases. When these two signals of noise are involved,
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the position error response is affected in a larger scale than when the noise is acting separately,

as it can be seen in Fig. 4.11. The control signal stays below the saturation bound, while as for

the position error, the similarity between FEW and UEW is kept. Moreover, by involving the ISE

with an initial time of tρ for ρ = 0.7 and tf = t0 + δ with δ = 5 (see Table 4.8), we notice that

as in the previous case, despite the similarity between the values of ISE, the FEW controller gets

a slightly larger value than the UEW one. This fact, as expected, is explained due to the infinite

slope around the origin in the case of the FEW, since fractional exponential weights are involved.

However, as previously observed, the relation among both ISE calculations reflects that the impact

of noise is not considerably higher in the case of the FEW controller as one might expect (around

39% higher than in the UEW case).

Figure 4.11: Position error and control signal with noise in both position and velocity feedback

FEW UEW

ISE 0.01156 0.008328

Table 4.8: ISE for FEW and UEW controllers with noise in both position and velocity feedback
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Conclusions

A generalized PID-like scheme was proposed in this work, through which it is possible to solve the

regulation problem of mechanical systems with bounded inputs. Based on previous approaches,

including finite-time schemes, PD-like ones with desired gravity compensation and other type of

PID-like control laws, the proposed scheme’s structure involves a special type of functions which

do not only prove to be instrumental to achieve the avoidance of input saturation but also bring to

the approach certain advantages over previous schemes. The adopted structure of the control law

includes exponential weights acting on these special type of functions, whose election gives rise to

the so-called “non-Lipschitz” characteristic of the control actions. Global asymptotic stability and

(local) exponential stability for a certain choice of the exponential weights were thoroughly proven

to be obtained through the Lyapunov method and invariance principle. This and the avoidance

of the saturation bound are corroborated through both the analytical proof and simulation tests.

As for the simulation results, these were gotten involving a model of a 2-DOF robot manipulator,

considering bounded inputs and all the necessary conditions that were derived in the stability

analysis. The efficiency of the proposed controller was corroborated through several tests, from

which some advantages like less overshoot on the position error response and less effort from the

control signal were observed. These simulations were made in order to evaluate the controller

with different choices of the exponential weights, and also to compare the proposed scheme against

other control laws. Furthermore, some tests using a simulated noise in the position and velocity

feedback were developed. The simulation results encourage the use of the proposed scheme with

fractional exponential weights by mostly showing performance improvements over the use of unitary

exponential weights and over other controllers.

The proposed control law contains the proportional, derivative and integral like actions, where

the last one is calculated by means of an auxiliary dynamics, which involves the position error

and velocity vectors. Let us note that this auxiliary dynamics has such a structure that makes

possible to develop the stability analysis giving rise to the expected result, so as to guarantee

the global stabilization objective. As mentioned earlier, a special type of functions are part of

the structure, specifically, strongly passive functions with a bounded growth restriction on the

proportional and derivative actions, where exponential weights are incorporated; and bounded

strictly passive functions for the integral action. The choice of the mentioned exponential weights

can be made between (0, 1], which makes possible to get a more generalized form of the PID-like

control law, and which also resembles to structures used in finite-time approaches. It is worth

mentioning that through the involved definition of functions, the control law is not forced to adopt

a specific shape, like tanh(·), as in other approaches. Moreover, the bounds of the involved type

of functions are directly responsible for satisfying the constrained input condition. Other design

requirements were presented, so that the conditions for stability could be achieved.

44
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As for the stability analysis, a first proof was developed by proposing a Lyapunov function, by

means of which global asymptotic stability was demonstrated through Lyapunov’s direct method

and invariance theory. On the other hand, through a local analysis on a ball with a suitable radius,

(local) exponential stability was proven to be achieved involving an alternative Lyapunov’s function

depending on the first one. An important detail of these two analyses, is the fact that by changing

the value of the exponential weights from a fractional value to the unity, the origin is demonstrated

to go from just having global asymptotic stability to have also (local) exponential stability. How-

ever, through fractional exponential weights, the simulation tests showed improvement on several

closed-loop performance aspects, compared to results obtained with unitary exponential weights.

In order to corroborate the results, several simulation tests were made involving a model of a

2-DOF manipulator robot, where the availability of the position and velocity data was considered

without the need for extra calculations. Beginning with the satisfaction of the conditions obtained

from the closed-loop analysis, it was possible to see that in every case, the control signal remains

always within the saturation limits for each link (which is one of the initial requirements). Moreover,

as it was seen through the graphs, the closed-loop performance is improved when using fractional

exponential weights (FEW), in the sense of less overshoot on the position error response, a faster

stabilization and less effort from the control signal. Furthermore, it was possible to see that the

UEW (for unitary exponential weights) controller presents more oscillation around the origin. By

incorporating the ISE and ISI performance indices, the differences between the FEW and UEW

controllers were clearer, considering that in almost every test, smaller values of ISE and ISI were

obtained for the FEW case, which can be interpreted as a better closed-loop performance. As for

the ρ-stabilization time, the use of this index was useful to notice that a larger stabilization time

was gotten when unitary exponential weights were used. All these results were also corroborated

through the test in which a change of reference was made.

Regarding the noise test, in addition to what was observed in the graphs, the ISE index was

very useful in order to determine which one of the error signals of the controllers stays closer to the

reference. A first thought was that the FEW controller was going to have a worse behavior because

of the fractional exponential weights, which have a direct impact on the form of the functions around

the origin (the closer to the origin, the larger the slope), and which in consequence would cause

the noise to be amplified. Nevertheless, as observed on the graph, despite the advantage that the

UEW has over the FEW controller, it is worth noting that the behavior in the FEW case was

relatively similar to the UEW one; in fact, the difference on the ISE index was relatively small.

This is encouraging for the proposed scheme with fractional exponential weights considering that

the closed-loop performance is better and with no significant difference on the noise impact.

All in all, through the proposed scheme, numerous advantages have been evidenced, including

the more generalized form of the control law, the attributes of the response behavior and the ease

with which the parameters can be chosen in an implementation. Recalling the initial motivation

of the work, despite the apparent impossibility to achieve finite-time stabilization, let us note that

the incorporation of a similar structure to the ones that are provided in approaches like [15] and

[20], was useful in order to improve the closed-loop performance, which was indeed the new main

goal. Future work might be addressed to formally conclude if finite-time stabilization is indeed

impossible to be achieved through PID-type controllers (particularly under input constraints),

or to eventually find an alternative (probably more complex) PID-type structure through which

finite-time stabilization could be achieved.
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Appendix A

On inequalities (4.3):

Observe that on {ς ∈ R : 0 < |ς| ≤ 2Bgj

kg
}:

|ς| ≤
2Bgj
kg

⇐⇒ |ς|1−a1 ≤
(
2Bgj
kg

)1−a1
⇐⇒ ka11j

|ς|
|ς|a1 ≤

(
2Bgj
kg

)1−a1
ka11j

⇐⇒ k1j

(
2Bgj
kg

)a1−1

|ς| ≤ |k1jς|a1

Then, from (4.3a), it can be noticed that ∀ς ̸= 0:

(4.3a) =⇒ k1j > kg(2Bgj)
1−a1
a1 ⇐⇒ kg(2Bgj)

1−a1
a1 |ς|1/a1 < k1j |ς|1/a1

⇐⇒ ka1g (2Bgj)
1−a1 |ς| < ka11j |ς|

⇐⇒ kg|ς|
(
2Bgj
kg

)1−a1
< ka11j |ς|

⇐⇒ kg|ς| < ka11j

(
2Bgj
kg

)a1−1

|ς|

Therefore, on {ς ∈ R : 0 < |ς| ≤ 2Bgj

kg
}, (4.3a) =⇒ kg|ς| < |k1jς|a1. Moreover, note that ∀ς ̸= 0,

(4.3a) =⇒ min{kg|ς|, 2Bgj} < |k1jς|a1 . Consequently, additionally considering (4.3b) it can be

seen that:

(4.3) =⇒ min{kg|ς|, 2Bgj} < min{|k1jς|a1 ,M1j} = |σ1j(kij)|,∀ς ̸= 0
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Appendix B

From [13] we recall the next Lemma.

Lemma B.0.1 Let σ : R → R be a strongly passive function for (κ, a, b) and k be a positive

constant. Then, for all ς ∈ R

∫ ς

0

σ(kz)dz ≥ S(ς) =


κka

1+a |ς|
1+a ∀|ς| ≤ b

k

κb
(
|ς| − ab

k(1+a)

)
∀|ς| > b

k

(B.1)
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